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e e, Feeder Reconfiguration for Loss Reduction in Disttution
V" - - -
$ 5 % System with Distributed Generators by Tabu Search
}"’r% N. Rugthaicharoencheep and S. Sirisumrannukul
a,9

Abstract— Feeder reconfiguration is a procedure to alter topological structures of the network by changing the
statuses of tie and disconnecting switches. It provides an effective way to control the tie and sectionalizing switches in
the system to give an appropriate connection for several reasons such as loss reduction, load balancing, and fast
restoration. The main objective of this paper is to minimize the system power loss in the presence of distributed
generators that cause reverse power flows and voltage variations. The optimization problem is subject to system
congtraints consisting of load-point voltage limits, radial configuration format, no load-point interruption and current
feeder capability limits. The feeder reconfiguration problem for active power loss minimization is solved by a Tabu
search algorithm that effectively utilizes a memory to provide an efficient search for optimality. The developed
methodology is tested with a 69-bus distribution system having 48 load points. The study results indicate that for a given
st of distributed generators and their locations, the proposed method can identify optimal on/off patterns of the switches
that yield the minimum loss while satisfying the constraints.

Keywords— Feeder reconfiguration, Tabu search, Tie and sectializing switches, Loss reduction, Distributed geneitors.

Distributed generators may introduce positive or
1. INTRODUCTION negative impacts to the system depending on the
L . system’s operating conditions and their charadtesis
Electricity is generated at centra! stations, p@deup and locations. The emphasis of this paper is paidrd
through tr_ansformers and transmitted over highagslt  oconomic penefits presented in terms of active pdogs
trans_mls_smn_lmes, an(_JI pass_ed _down throqgh lotagel  oqction. The active power loss in the distributi@twork,
distribution lines to final circuits for deliveryotthe —\hich varies with the square of the branch currést,
customers. This centralized generation pattern,elvew appreciable and constitutes a large portion ofcverall
suffers a number of drawbacks, such as a high level o er system loss. It was reported in [2] thatrithistion
dependence on imported fuels that are very vulherab systems cause a power loss about 5-13% of theptoter

transmllssmn losses, the necessity for pontlnuou enerated. Therefore, reducing the loss will firiaihe
upgrading and replacement of the transmission an nd technically benefit the utility

distribution facilities and therefore high opergtinost, DG units can normally, but not necessarily, help
and environmental |mpact._ _— reducing current flow in the feeders and henceridmrie
Over the _Iast decagie, distribution systems have aee power loss reduction, mainly because they anallys
significant increase in ;mall—scaled generatorstlm_ laced near the load being supplied. Minimizing the
can compensate the disadvantages encountered in the . . |oss of course requires an optimizationcess

centralized _ge_neration dispa_tch. These g_ener_atdw, that can determine the optimal size and locatio®Gf
known as distributed generation (DG), are instailtetthe units to be installed. However, in practice, suah a
network to serve as a source of power at on or WEr  niima) solution could not be implemented as distied
site where they are to be used. They can be diWen goneration plants are generally not planned byuttiey
different types of resource and technology suchwiasl, )t are developed by entrepreneurs (e.g., smallepow
solar, fuel cells, hydrogen, and biomass. producer). For this reason, the location and ratifg

Tr:]e_ n;t_roductlon ﬁf DG units brings ha_nukinetc)fe:c of generators are limited by a number of constrainth ®s
technical issues to the system. Many technicakesfe land and resource availability, and environmentr Fo

distributed generators on the distribution systemeh example, the location of a combined heat and power
beep reported in literature such as_thermal rabhg plant is determined by the position of the heatlJand
:qument, E};.SFem fal':clt Ievels,hstab|l|ty, rel\_/epmvttejr their operation is generally controlled in respotsé¢he
ow  capabiliies —of tap-changers, line  drop energy demand of the host site or of a districttihga
compensation, voltage rise, power losses, powe_htmua scheme [3]. Therefore, these constraints complitizte
(such as flickers and harmonics) and protection [1] jsgye of loss since the distribution network wits Dnits
is no longer passive.
Many methods have been employed for reducing the
N.  Rugthaicharoencheep (corresponding author) and a.Ctlve hpO;Ner IOS.S’ fct)li extahmplec,j. Ingreatsmg cotnducto
Sirisumrannukul are with Department of Electricagieering, Faculty  S12€; Shortening circuit lengths, adjusting transier tap,
of Engineering, King Mongkut's University of Techngy North and installing capacitors. Another efficient openatthat
Bangkok, 1518, Pibulsongkram Rd., Bangsue, Bangkb@800, can improve the performance of distribution systesns

Thailand. Phone: +66-89-607-1641; Fax: +66-2-585073E-mail: ; ; ;
$4910190018@Kmutnb.ac. 8pss@kmutnb.ac.th feeder reconfiguration. It is a process that chanie
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topology of a distribution system by altering the The objective function is subjected to the followin
open/closed status of switches. constraints.
This paper emphasizes the advantage of feeder - Power flow equations:
reconfiguration to the distribution system in thregence
of DG units for loss reduction and bus voltage Npg
improvement. The major effect of DG units on theder Pin = ZMjVi,an,n‘Cos(glj +0jn ~0in) (2)
reconfiguration problem lies on the fact that po¥l@ws =
in the distribution system, which is normally rdljia Ng
operated, are no longer unidirectional (i.e., poean be Qin =—2NijVi,an,n‘5in(5’|j +0jn ~din) (3)
fed back to the grid). Such reversible power flow, j=
therefore, complicates the feeder reconfiguratimblem

for loss minimization. The application of a Tablarsé - Bus voltage limits:
algorithm is developed to determine the optimalotin/ _
patterns of the switches to minimize the systens los V™" <v;, <v ™ 4)

subject to system constraints. The effectivenesshef
methodology is demonstrated by a practical sized . current transfer capability of feeders:
distribution system consisting of 69 bus and 48dloa

points. I, s1™ 5 kO{12,..]} 5)
2. FEEDER RECONFIGURATION

Feeder reconfiguration in a distribution systemais

operation in configuration management that deteemin

the switching operations for many purposes such as

decreasing network loss, balancing system load, and- TABU SEARCH

improving bus voltages or system reliability. The Background

configuration may be varied via switching operasida . o .

transfer loads among the feeders. Two types ofckest  1aPu search (TS) is a meta-heuristic that guidexal

are used: normally closed switches (sectionalizingheuristic search strategy texplore the solution space

switches) and normally open switches (tie switchi¢k) beyond local optimality. Tabu search was developgd
There are a number of closed and normally opened3lover and has been used to solve a wide rangerdf h

switches in a distribution system. The number afgile ~ OPtimization problems, such as resource planning,

switching actions makes feeder reconfiguration bexa  telecommunications, financial analysis, schedulsmgace

complex decision-making for system operators. Figur ~ Planning, and energy distribution [5].

shows a schematic diagram of a simplified primary The basic idea behind the search is a move from a

circuit of a distribution system [4]. In the figui€B1-CB6  current solution to its neighborhood by effectively

are normally closed switches that connect thedegions, ~ Ufilizing a memory to provide an efficient searar f

and CB7 is a normally open switch that connects twoOPtimality. The memory is called “Tabu list", which

- Radial configuration format.
No load-point interruption.

primary feeders. The two substations can be litkeGB8 stores attributes of solutions. In the search m®cthe
while CB9, when closed, will create a loop. A fidwact for solutions are in the Tabu list cannot be a candidathe
feeder reconfiguration algorithm is shown in Fig2re next iteration.As a result, it helps inhibit choosing the

same solution many times and avoid being trapp&d in
cycling of the solutions [6]. The quality of a moime

solution space is assessed by aspiration critdvéa t
provide a mechanism (see Figure 3) for overriding t

Substation 1
CB1

Tabu list. Aspiration criteria are analogous to a fithess
Substation 2 function of the genetic algorithm and the Bolzman
e o\ function in the simulated annealing.
? .l Load CB6 Neighborhood
! cBs %CBQ B Closed switches In the search process, a move to the best solirtitime
- T Open switches neighborhood, although its quality is worse thae th
current solution, is allowed. This strategy helgsape
Fig.1. Schematic Diagram of a Distribution System. from local optimal and explore wider in tearch space.
A Tabu listincludes recently selected solutiotisat are
3. PROBLEM FORMULATION forbidden to prevent cyclingf the move is present in

The objective function of the network configuration the Tabu list, it is accepted only if fas a better

problem in this paper is to minimize the total povess aspiration level than the minimével so far. Figure 4
as: shows the main concept of a search direction inuTab

search [7].
L _ Ny 2
Minimize Z = ZZ"k R, (1)
n=1k=1 "

48
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Read data of distribution system
(bus, load, and branch data)

'

Identify initial configuration of
tie and sectionalizing switches

v

Change of tie and sectionalizing |
switches in the distribution system

'

Run load flow program for
radial distribution system

'

Compute current flow in branch,
power loss, voltage profile,
and cost of energy loss

The criteria of
feeder reconfiguration
are met

Optimal on/off patterns of switches

!

Print output results

End

Fig.2. Flowchart of Feeder Reconfiguration.

Tabu list
New attribute Old attribute
OO0O0O—-0O00.00F000
Size of Tabu

Fig.3. Mechanism of Tabu list.

Initial Solution

Local Minimum

Fig.4. Search direction of Tabu Search.

5. SOLUTION ALGORITHM BY TABU SEARCH

The Tabu search algorithm is applied to solve the

optimal

or near optimal solution of the feeder

configuration problem by taking the following steps

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Step 6:

Step 7:

Step 8:

Step 9:

Step 10:

Step 11:

Step 12:
Step 13:

Step 14:

Read the bus, load and branch data ofréodi®n
system including all the operational constraints.

Randomly select a feasible solution froenstarch
space:S; LI Q. The solution is represented by the

switch number that should be opened during
network reconfiguration.

Set the size of a Tabu list, maximum i@naand
iteration indexm = 1.

Let the initial solution obtained in step 2 be
current solution and the best soluti

Sbest = SO’ and Scurrent = SO'
Perform a power flow analysis to determ
power loss, bus voltages, and branch currents.

Calculaté using (1) and check whether the
current solution satisfies the constraifspenalty
factor is applied for constraint violation.

Calculate the aspiration level ofSy.q:

fhest = f (Spesp) - The aspiration level is the sum of
Z and a penalty function

Generate a set of solutions in the neidtdwmat
of S¢yrent PY changing the switch numbers t
should be opened. This set of solutions

designated aSgignpor-

Calculate the aspiration level for each membe
Sneighbor'
highest aspiration leveSgbor bes-

Check whether the attribute of the saiutiotained
in step 9 is in the Tabu list. If yes, go to stdp dr
elseSurer = Sheghbor_bes &N go to step 12.

AccepBegnor best I it has a better aspiration level

than f,.o; and setSyrer = Sweghbor besty OF €lse

and choose the one that has

select a next-best solution that is not in the Tietbu
to become the current solution.

Update the Tabu list andreet m +1.

Repeat steps 8 to 02l a specified maximutr
iteration has been reached.

Report the optimal solution.

An application of the Tabu search algorithm is show
by a three-feeder distribution system in Figure8p The
system consists of 16 buses, 13 load points, 1faltyr
closed switches, and 3 normally open switches.ifitial
configuration states that switches located on Wrao.

14, No.

15 and No. 16 are open. With this confijara

the initial power loss is 511.44 kW. Figure 6 shows
moves from the current solution to two feasibleuiohs
generated by the Tabu search: neighborhood sotution
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and 2. The moves to solutions 1 and 2 give a pdogsr

of 676.63 kW and 483.87 kW, respectively. The same
process continues until 100 iterations. The optimal
solution indicates that switch No. 16 remains oped the
statuses of switches No. 7 and 8 are changed ftlmsed’

to ‘open’, giving a real power loss of 466.12 kW.

Feeder 1 Feeder 2 Feeder 3

O, ©, ®
5 10
1 ®
6 7 11
15
® O ® @&
2 8 12
g
O o *0
4 16 13
o —— 90— 9
® © ® ®
@ Load Sectionalizing switches — — Tie switches

Fig.5. Single-line diagram of 16-bus distribution gstem.

Sk = Switch to be opened during reconfiguration
(k=1,2,...,16)

12345678 910111213141516

¢ [oJo[oJoTo[oTo]o o [o[oJo o [t[]1]

Current solution
/ \

12345678 12345678
s [o]t]o]ofo]o]0]o] s [0]ofo]o]o]o]1]o
9 10111213 141516 9 10111213 141516
sc|ofolofoloo[1]1] Sc[o]ofolofo]1]0]1]
Neighborhood solution 1 Neighborhood solution 2

0 : switch closed, 1 : switch open

Fig.6. Neighborhood search for tie and sectionalizing
Switches.

6. CASE STUDY

The test system for the case study is a 12.66 kNalra
distribution system with 69 buses, 7 laterals antie5

lines (looping branches), as shown in Figure 7. The

current carrying capacity of branch No.1-9 is 4Q0N&.
46-49 and No. 52-64 are 300 A and the other remgini
branches including the tie lines are 200 A. Eacmohn

in the system has a sectionalizing switch for
reconfiguration purpose. The load data and brarath d
are provides in Table A1 and A2 [9]. The data aisded
with the loads in peak and off-peak periods areigiin
Table A3 [10]. Four cases are examined as follows:

Case 1: The system is witht distributed generators a
feeder reconfiguration

Case 2:The same as case 1 except that the feeders ¢
reconfigured by the available sectionaliz
switches and the tie switches.

50

Case 3: The same as case 1 excepttiles are 4 sme
power pralucers who can provide only firm acti
power to the system by their DG units. 1
producers are located at buses 14, 35, 36, al
with capacities of 300, 200, 100, and 400 ,kW
respectively.

Case 4: The same as case 3 but with feeder reacatfan.

The initial statuses of all the sectionalizing shis
(switches No. 1-68) are closed while all the tigtshes
(switch No. 69-73) open. The total loads for trestt
system are 3,801.89 kW and 2,694.10 kVAr. The feede
configuration algorithm, based on Tabu search as
detailed in Section 5, is used to search the most
appropriation topology of the system under a peak a
off-peak load pattern. The minimum and maximum
voltages are set at 0.95 and 1.05 p.u. The maximum
iteration for the Tabu search algorithm is 100.

The test results for the four cases are summaiized
Table 1. It is confirmed from case 3 that the distied
generators help reduce the system loss from 22463
to 195.68 kW during the peak period and from 104.51
kW to 87.49 kW during the off-peak period, giving a
annual saving of 478,406.50 Baht. However, if coraga
with Case 2, Case 3 sees a higher power loss. The
minimum loss is seen in case 4, where there anegeka
in branch currents after the reconfiguration.

[ Substation
@ 100w —l— ®
35 T:T ® 27
=@ T 6 B
9 +9 7@ %@@
T @ SO T, 0
@ e O T, @
e @ 50 - T 400 kW _;@
1,9 ® T%@ 65 L@ ! @
I O O 1 @
T ® @ 7@ =9 A
=@ }@_ T=® | 200kw
e e, OFret  ffo |
L T ® : B I
T no TIT ©® | < _ |
— Load T;®7o|k —ﬁ
— — Tie switches T‘T | T; @
Sectionalizing switches—IT @ : TTZ @
@ Distributed generator T2—0 | —TJ ©
TES- @
T ® ralC
=9 |
T @ |
o I
e
— @
2 l

Fig.7. Single-line diagram of 69-bus distribution gstem.
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Table 1. Results of Case Study

Case 1 Case 2 Case 3 Case 4
TS SA TS SA
Sectionalizing switches to be opén - 14, 56, 61 14,57, 61 - 12,52,61 12,18,52,61
Tie switches to be closed - 71,72,73 71,72, 73 - 71,72,78 70,71,72,73
Power loss in peak period (kW) 224.63 98.56 99.58 195.68 82.58 82.92
Power loss in off-peak period (kW) 104.51 47.05 47.06 87.49 38.34 38.05
Total energy loss cost (Baht/year)3,588,682.66| 1,579,941.50 1,594,156,54 3,110,276.138,934.511,322,359.21

For example, the current flows in branch No. 3 1o 1 methods (i.e., Tabu search and simulated annediimg)
are lower than those before reconfiguration. Beeaafs case 2 and case 4 are provided in the Table hnitbe
the opening of switch No.12, these branches doweetl  observed that the power loss obtained from the two
to carry the currents to supply downstream loadtscat methods is comparable for on- and off-peak periods.
buses 13, 14, 16-18, 20-22, 24, and 25-26. Howelrer, However, the TS yields better savings in the enéogyg
loads on these buses are not disconnected since tieost mainly because the power loss in peak pevibdre
switch No.71 is closed so that the power is sugplie the cost of energy is high, is lower. Note thattfor TS
through branch No.35-46 and 71, and therefore thein case 4, only 3 switching operations, instead af in
current flows in these branches are increased. the SA, are associated and is therefore preferyethdo

In fact, feeder reconfiguration increases branchsystem operator.
currents in some feeders while decreasing curtewtih

others but the latter effect outweighs the form#fith LOg—
this logical idea, feeder reconfiguration can, ¢fere, 103 —case 2
result in loss reduction. For this system, apprataty o

54-58% as much as loss reduction is achieved ftem t 100
feeder reconfiguration for case 2 when compared wit £gqf
case 1 and for case 4 when compared with casee8. Thg %97

© 0.96r

solution convergence of this test system is shown i ~os
Figure 8, which reveals that the solution converafisr ppel

iteration 51 for both peak and off-peak periodseTh ooy
computation time for cases 2 and 4 is 924.61and0B65 06—~ 5555455 9525 31 3 37 40 43 46 40 52 55 4 61 w4 o7

seconds. Bus

Fig.9. Bus voltage profile in peak period Case 1 dCase 2.

T T T
—— Peak period
""" Off-peak period

Power loss (kW

. . . . . . . . . .
1 10 19 28 37 46 55 64 73 82 91 100
Iteration

F|98 Convergence report of Op“ma' solution. 0'91 4‘1 % 1‘0 1‘3 1‘6 1‘9 2‘2 2‘5 2‘8 3‘1 3‘4 3‘7 4‘0 4‘3 4‘6 4‘9 5‘2 5‘5 5‘8 6‘1 6‘4 é?GS
Bus

The bus voltage profile for all the cases duringkpe Fig.10. Bus voltage profile in peak period Case 3 Case 4.
period depicted in Figures 9 and 10 and off-peaiode
in Figures 11 and 12. It is observed that in cdsasd 3,
the voltages at buses 57-65 during peak periodand 7. CONCLUSION
buses 61-65 in off-peak period are below 0.95 p.u.
because a large load of 1,244 kW are drawn at buB&
for cases 2 and 4, all bus voltages satisfy thé .9.-
voltage constraint.

For the purpose of comparison, we have developed
simulated annealing (SA) algorithm applied to teeder
reconfiguration problem. The results from the two

A Tabu search-based optimization technique ha®ptes
in this paper to find the most appropriate topolo@yhe
distribution system in the presence of distributed
enerators. The objective function of feeder regordtion
to minimize the total system loss. The objecfivaction
is subject to power flow equations, bus voltageitim
current transfer capability of feeders, radial @urktion
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format, and no load-point interruption.

A 69-bus /.
distribution systenwith four distributed generators is used

to demonstrate the effectiveness of the proposed@,j

technique. Although the distributed generators rioute
to loss reduction, some bus voltages violate th&mim
voltage constraint. Such a problem can be remebljed
feeder reconfiguration. Not only are these busagas
improved above the limit, but also the system poless

can be further reduced. The decrease in loss pesduc

significant savings on the annual energy loss dbsis
emphasizing the benefit of feeder reconfiguration.

0.9 T T T S Oy S R SO S B
1 4 7 10 13 16 19 22 25 28 31 334 37 40 43 46 49 52 55 58 61 64 6769
us

Fig.11. Bus voltage profile in off-peak period Casd and
Case 2.

——Case 4
1.02- e Minimum voltage

S T S T SO N SO ST !
1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 6769
Bus

Fig.12. Bus voltage profile in off-peak period Cas& and
Case 4.
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NOMENCLATURE
z total cost of energy loss
N number of load levels
I number of feeders
| kn current flow in branctk at load leveh
Ry resistance of branck
Pin active power at busat load leveh
Ng number of buses
i element i, j) in bus admittance matrix
Vin voltage of bud at load leveh
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(6]
(7]

(8]

9]

voltage of bug at load leveh

angle ofY;

dn voltage angle at bus at load leveh

in voltage angle at bysat load leveh

Qin reactive power at busat load leveh

y min minimum voltage

y max maximum voltage

s maximum current capability of brankh

Sy initial solution

Q search space

Spest best solution in search space

Scurrent current solution in search space

fhest objective function ofSy .,

Sheighbor neighborhood solutions 8, ent

Swighbor_bes  best solution 0fS; eighbor
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APPENDIX
Table Al. Load Data of 69-bus Distribution System

Bus P QL Bus P QL
No.| (kW) (KVAr) No. (kW) (KVAT)

6 2.60 2.20 37 26.00 18.55
7 40.40 30.00 39 24.00 17.00
8 75.00 54.00 40 24.00 17.00
9 30.00 22.00 41 1.20 1.00
10| 28.00 19.00 43 6.00 4.30
11| 145.00 104.00 45 39.22 26.30
12| 145.00 104.00 46 39.22 26.30
13 8.00 5.00 48 79.00 56.40
14 8.00 5.50 49 384.70f 274.50
16| 45.50 30.00 50 384.70 274.50
17| 60.00 35.00 51 40.50 28.30
18| 60.00 35.00 52 3.60 2.70
20 1.00 0.60 53 4.35 3.50
21| 114.00 81.00 54 26.40 19.00
22 5.00 3.50 55 24.00 17.20
24| 28.00 20.00 59 100.00 72.00
26 14.00 10.00 61 1,244.0 888.00
27 14.00 10.00 62 32.00 23.00
28| 26.00 18.60 64 227.00 162.00
29| 26.00 18.60 65 59.00 42.00
33 14.00 10.00 66 18.00 13.00
34| 19.50 14.00 67 18.00 13.00
35 6.00 4.00 68 28.00 20.00
36| 26.00 18.55 69 28.00 20.00

Base 100 MVA, 12.66 kV

Table A2. Branch Data of 69-bus Distribution System

Table A2. (Continued)

Branch | Sending | Receiving R X
Number | endbus | end bus (Q) (Q)
1 1 2 0.0005 0.0012
2 2 3 0.0005 0.0012
3 3 4 0.0015 0.0036
4 4 5 0.0251 0.0294
5 5 6 0.3660 0.1864
6 6 7 0.3811 0.1941
7 7 8 0.0922 0.0470
8 8 9 0.0493 0.0251
9 9 10 0.8190 0.2707
10 10 11 0.1872 0.0619
11 11 12 0.7114 0.2351
12 12 13 1.0300 0.3400
13 13 14 1.0440 0.3450
14 14 15 1.0580 0.3496
15 15 16 0.1966 0.0650
16 16 17 0.3744 0.1238
17 17 18 0.0047 0.0016
18 18 19 0.3276 0.1083
19 19 20 0.2106 0.0690
20 20 21 0.3416 0.1129
21 21 22 0.0140 0.0046

Branch Sending | Receiving R X
Number end bus | end bus () ()
22 22 23 0.1591 0.0526
23 23 24 0.3463 0.1145
24 24 25 0.7488 0.2475
25 25 26 0.3089 0.1021
26 26 27 0.1732 0.0572
27 3 28 0.0044 0.0108
28 28 29 0.0640 0.1565
29 29 30 0.3978 0.1315
30 30 31 0.0702 0.0232
31 31 32 0.3510 0.1160
32 32 33 0.8390 0.2816
33 33 34 1.7080 0.5646
34 34 35 1.4740 0.4873
35 3 36 0.0044 0.0108
36 36 37 0.0640 0.1565
37 37 38 0.1053 0.1230
38 38 39 0.0304 0.0355
39 39 40 0.0018 0.0021
40 40 41 0.7283 0.8509
41 41 42 0.3100 0.3623
42 42 43 0.0410 0.0478
43 43 44 0.0092 0.0116
44 44 45 0.1089 0.1373
45 45 46 0.0009 0.0012
46 4 47 0.0034 0.0084
47 47 48 0.0851 0.2083
48 48 49 0.2898 0.7091
49 49 50 0.0822 0.2011
50 8 51 0.0928 0.0473
51 51 52 0.3319 0.1114
52 9 53 0.1740 0.0886
53 53 54 0.2030 0.1034
54 54 55 0.2842 0.1447
55 55 56 0.2813 0.1433
56 56 57 1.5900 0.5337
57 57 58 0.7837 0.2630
58 58 59 0.3042 0.1006
59 59 60 0.3861 0.1172
60 60 61 0.5075 0.2585
61 61 62 0.0974 0.0496
62 62 63 0.1450 0.0738
63 63 64 0.7105 0.3619
64 64 65 1.0410 0.5302
65 11 66 0.2012 0.0611
66 66 67 0.0047 0.0014
67 12 68 0.7394 0.2444
68 68 69 0.0047 0.0016
Tie line
69 11 43 0.5000 0.5000
70 13 21 0.5000 0.5000
71 15 46 1.0000 0.5000
72 50 59 2.0000 1.0000
73 27 65 1.0000 0.5000

Table A3. Load Levels and Cost Data

Load level|  -°2¢ Duration Cost of energy
(p.u.) (hr) (Baht/kw)
Off-peak 0.7 4,015 1.1154
Peak 1.0 4, 745 2.9278
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& 3 Multi-objective Optimal Placement of Distributed
5 5 % Generation Using Bee Colony Optimization
}"’r% S. Anantasate, C. Chokpanyasuwan, W. Pattarapra&odP. Bhasaputra
a,9

Abstract— In this paper, the proposed bee colony optimization (BCO) is used to determine optimal placement and
number of the distributed generation (DG) to simultaneously minimize the real power loss and violation function of
contingency analysis subject to power balance constrains, and power generation limits. The simulation results on the
|EEE 30 bus system show that BCO can obtain the optimal solution with less computing time than simulated annealing
(SA), genetic algorithm (GA) and tabu search algorithm (TSA). The average computing time of BCO is 82.62%, 74.40%
and 83.83% lessthan GA, SA and TSA, respectively.

Keywords— Distributed Generation, Multi-objective Optimal Placement, Bee Colony Optimization.

transmission capacity in 2008 and another 1,578 MW
1. INTRODUCTION 2010, will build upon earlier linkef 75 MW in 1972, 45
. . _— MW and 214 MW in 1998 and 126 MW in 1999 [1].
Electric power grids have brought substantial besie Particular support has been evident for componefts

the Southeast Asia Region as well as Greater Mekonqhe ASEAN Power Grid to be located in the Greater
Subregion (GMS) and hold thpotential to provide \exong Subregion that includes Cambodia, Laos,

further benefits if strengthened and extended. TheMyanmar Thailand and Vietnam as well as Yunnan
benefits include morereliable power supply, lower proyince in southern China. A Greater Mekong

elegtr|C|ty costs to — consumers, and reducedSubregion transmission study was performed by the
enwronment_al ImpactsPower g_rld enhan_cemen_ts ¢aN Mekong River Commission in 1996. Finally, an Inter-

m"%"fe electric su_pply more re_llable by improving t_h_e Governmental Agreement (IGA) on Regional Power

ability of economies to cope with the outage of SPecific 1ra4e in the Greater Mekong Subregion was signed by
generating units or types of generating units, @8 8  inisters of the subregion’s six economies in Nobem

by limiting the scope of power outagdéshanced power 54592 The IGA set up a Regional Power Trade

grids can lower electricity costs by reducing ne@ms  cq5 gination Committee to establish rules governing
electric generatingapacity and allowing cheaper fuel 10 oqinnal power trade. It is anticipated that powede

be substituted for more expensive fuel. Grids lower pursuant to the agreement will allow members to
_needs forgenerating capacity by allowing peak Qemand coordinate and cooperate in the planning and oiperat
In one area to be served in part _by spare capatity o tpeir systems to minimize costs while maintagnin
neighbouring area where ‘?'ema”d Is not at its PBeks satisfactory reliability; fully recover their costsid share
lower fuel costs by allowing generatidnrom nuclear, equitably in the resulting benefits; and promotéabie

hydro and_coal-flred power plants to displace gatien and economical electric service to the customeresagh
from gas-fired plants. country

A plan for power grid interconnections in Southeast Conversely, a few proposed new power links in the

Asia has been elaborated under thespices of the  Greqier Mekong Subregion, see Figure 2, go beyond
Association of South East Asian Nations (ASEAN)ETh \ya¢ a5 heen proposed in the broader ASEAN context.
plan initially included fourteen cross-border projects, The 500 kV lines in northeastern Thailand would be
supported by national power utilitieBhese are shown as reinforced by 2015 to accommodate greater powsvsflo

14 projects in the Figure 1 below. The power grster g5 yhyyard, A 230 kine would be built by 2019 from
plan is extremely ambitious relative to transmissio | qver Sre Pok to Sambor and Phnom Penh in

capacity in placegven though several elements of the Cambodia, as well as from Sambor to Tan Dinh in

plan build upon existing intgrconnections. The Pm‘ Vietham. A 500 kV HVDC transmission line would link
700 MW link between Singapore and Peninsular y . Jinghong and Nuozhadu hydro projects in the

Mgla_ysia, to be co_mpleted by 2010'_ will add 0 an yynnan province of China to Thailand by 2013, wile
existing 500 MW link. The planned interconnections 534 v/ Jine would link the Malutang hydro plant in
between Thailand and Laos, to add 2,048V of Yunnan with Vietnam by 2019 [2].

In this paper, integrated electricity system plagnis
reviewed in section 2. The metaheuristic optimati

S. Anantasate (corresponding author), C. Chokpamyeas, and P. ; ; ; ;
Bhasaputra are with the Electrical Engineering D@pant (EED), methods are reviewed in section 3. Section 4 sftbers

Thammasat University (TU), Klong Luang, Pathumthar121, prOblem fo”.nUIa.t'on of minimizing the real pOWFj"sm
Thailand. E-mail:sumetha@pttep.canasia_design2005@yahoo.com along with violation of system contingency. Theusimin
andbporr@engr.tu.ac.th algorithm based on the BCO approach is shown in

W. Pattaraprakor is with Chemical Engineering Depant, TU,  gection 5. In section 6, simulation result showmngiti-
Thailand. E-mailpworarat@engr.tu.ac.th !
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objective optimal placement of DG is demonstraidie
validity of the solution algorithm is verified by

comparing the searching results with those by tG®©B
Lastly, conclusion is given in sectigh

INDONESIA
- —
\M s
£ 1AvA

Source: ASEAN Centre for Energy. Key: Existing 8rsolid, proposed
lines dashed.

Fig. 1. Southeast Asian Power Grid Endorsed by ASEAN
Leaders.

2. INTEGRATED ELECTRICITY SYSTEM
PLANNING

International power grid interconnections provideks
between the electricityransmission systems of two or
more adjoining countries and thus allow those coemt
to share power generation resources. As different
countries are differently endowed with naturaources,
energy trade among countries for centuries hasebetp

the sameenergy services. As technologyogresses, the
number of other means of providing those energy
services is growing rapidly,including not only
construction of new large power plants, but alsesite
renewable or fossil-fueleddistributed generation for
businesses and homes, energy efficiency improvement
fuel switching, and evealternative social organizations.
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Source: Doorman et al. Note: Existing substatialesshown as filled
circles, planned substations as empty circles. dipthnts are shown as
squares with a diagonal slash, fossil-fuelled [glzat squares with a
horizontal slash.

Fig. 2. Extended Power Cooperation Scenario for Geger
Mekong Subregion.

Distributed generation (DG) is a small generator
spotted throughout a power system network, progidin

reduce energy prices and increase energy supply inthe electricity locally to load customers. DG is an

importing countries, while providing a meansintome
for exporting countries.

International grid interconnections can be as mbdegs
the one-way transfer of a smamount of electricity
from one country to another, or as ambitious asfulie
integration of thepower systems and markets of all of
the countries in a region. Whatever
international power grid interconnections can help to
contribute toward the process of
development. Grid interconnections can help togase
the supply and/or reliability alectricity [3].

the scale,

alternative for industrial and commercial custom&6
makes use of the latest modern technology which is
efficient, reliable, and simple enough so that @nc
compete with traditional large generators in someas
Placement of DG is an interesting research areatalue
economical reason. Appropriate size and optimal
location are the keys to achieve it.

Recently, the need for more flexible electric syste

sustainable changing in the regulatory and economic scenatos i

providing impetus to the development of DG. Various
kinds of DG are becoming available and it is expéct

The need to embed the consideration of powerthat will grow in future years [4-7].

interconnection and generation projects into theader
consideration of electricity system planning, ancre

The local DG has some merits from the viewpoint of
location limitations as well as transient and wgdta

overall energy sector planning but deserves speciaptability in power system. The exact solution a¢ DG

additional mention. All costs and benefits of agdarm

allocation can be obtained by a complete enumeratio

project like the power interconnection and generation all feasible combinations of placement and capacity
must bemeasured relative to other means of providing rating of DG, which could be very large number and
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various sizes, while the load flow is run for edehsible been applied to DG placement, such as geneticitdigor
combination to evaluate the quality of solution. (GA) [8], [10], [14], [21], [22], [27], tabu search
However, the high dimension of the feasible sohuti® algorithm (TSA) [11], [24-26], simulated anneali(§A)
the real difficulty in solving the problem. This e [28], heuristic algorithms [12], [16] and analytidzsed
presents methodology for optimal placement and mumb methods [9], [15], [17]. This paper presents a rhade
of DG in distribution systems by solving an optiatinn determine optimal location of DG in a distribution
problem of system contingencies and real power loss  system in order to minimize the electrical losses a
violation of system contingency, i.e. line overloadd

3. REVIEW METAHEURISTIC OPTIMIZATION bus overvoltage, which they is solved using beergpl

METHODS optimization (BCO) [23], [29-30] as the optimizatio
tool by comparing with GA, SA and TSA. In this
algorithm, DG is considered as constant power &surc
The methods proposed are applied to the IEEE 30-bus
Otest system to demonstrate their effectiveness.

Recently, the metaheuristic optimization methods ar
being successfully applied to combinatorial optetian
problems in power systems. Methods and procedures
the DG placement are varied according to objective
the prqblem solutl(_)n viewpoints. In [8], a GA bas[é@ 4. PROBLEM EORMULATION
allocation method is presented where the poweekss

an existing network is minimized. In [9], Rau andaV  The problems of the system in the future are sherts
employ gradient and second order methods to datermi reactive power support, undervoltage at variousesus
the optimal DG location for the minimization lodme increased system losses and the tendency of voltage
loading and reactive power requirement in the ndtwo collapse initiation. Addition of proper DG in thgstem

Kim et al in [10] suggest a combination of fuzzynno can overcome these problems. The contingency is
linear goal programming and genetic algorithm analyzed to assess the ability of the network tavipe
techniques to locate DG and minimize overall power electric power of sufficient quality to connected
losses. In [11], Nara et al apply tabu search ntetbdhe  customers. DG optimization to alleviate the problein
same problem. Griffin et al in [12] demonstrate an the system is determined.

iterative method that provides an approximation tfor The main objective here is to minimize the real pow
optimal placement of DG for loss minimization. 3], loss along with violation of system contingency Mhi
Kim et al apply Hereford ranch algorithm to optimal subjected to power balance constraints and power
placement of fixed capacity DG in order to minimthe generation limit. This is a case of nonlinear
losses of network. Celli et al in [14] propose altmu combinatorial problem with multiple objectives. $hi
objective formulation for the sizing and sitting BiG multi-objective optimization problem is convertea &
units into distribution feeders for simultaneous single objective problem with the help of suitable
minimization of cost of network upgrading, losses, weights, and the mathematical formulation of the

energy not supplied and customer energy. Willi§Li] problem is expressed as equation (1).

offers a "2/3 rule" to place DG on a radial feedgth

uniformly distributed load, where it is suggested t Minimize P (S) + w\Vf_ . (S) (1)

install DG of approximately 2/3 capacity of theanaing )

generation at approximately 2/3 of the length néliEl-  Subject to:

Khattam et al in [16] use a heuristic approach to N

determine the optimal DG size and location in R =MZ‘Y” ‘MCOS@ -6,-9) ©
j=1

distribution feeders from an investment point oéwi
Wang and Nehrir in [17] present analytical appraach N
for determining optimal location of DG units withnity Q =M%V [sin@ -6, -3)) ®3)
power factor in power system to minimize the power =1

losses. In [18], Harrison and Wallace employ annogit

. . . . 4
power flow technique to maximize DG capacity with Fot.min < Pt < ot o 0 NG @)
respect to voltage and thermal constraints. Popelvil Qu i < Qg < Qs o ING (5)

in [19] use a sensitivity analysis to maximize DG

capacity in the network without violation of seduri  \here

constraints. Keane and O'Malley in [20] present a

method based on linear programming to determine the  Vfinin(S) =Wl (S) + Olf i (S) (6)

optimal allocation of DG with respect to technical

constraints. In [21] Carpenellis et al propose a Weights considered in Equation (1) reflect thetreta

methodology based on multi-objective programmind an priority of each term present in the objective fim. In

decision theory which to find the best developmgan the present work, the weight is used to converttimul

for the system by using the DG as a developmembrept  objective optimization problem to a single objeetiv

In [22], Borges and Falcao propose a methodology fo problem. Since the main objective is to achievenals

optimal DG allocation and sizing in order to mina&i  quantity of power loss and violation of system

the network losses and to guaranteeing acceptableontingency (voltage violation and line overloading

reliability level and voltage profile. penalty is imposed to the both terms. Varying these
In the literatures, several optimization technighase  weights can lead to alternative solutions. The
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experimental results of the optimal values of weiigin Bee Colony Optimization Meta-heuristic

the IEEE 30 bus system are shown in section 6. The BCO is a relatively new member of swarm

intelligence. Within the BCO, agents called - &t
5. BEE COLONY OPTIMIZATION bees collaborate in order to solve difficult condtorial
A great number of traditional engineering modelsl an optimization problem. All artificial bees are loedtin
algorithms used to solve complex problems are based the hive at the beginning of the search processinBu
control and centralization. Various natural mechari  the search process, artificial bees communicaectiyr
(social insect colonies) show that very simple vidlial Each artificial bee makes a series of local moses, in
organisms can create systems able to perform highlyhis way incrementally constructs the solution bé t
complex tasks by dynamically interacting with each problem. Bees are adding components to the current
other. Bee swarm behavior in nature is, first and partial solution until they create one or more iglas
foremost, characterized by autonomy and distributedsolutions. The search process is composed ofitesat
functioning and self-organizing [23]. In the lasuple of The first iteration is finished when bees createtfe
years, the researchers started studying the behafio first time one or more feasible solutions. The best
social insects in an attempt to use the swarmligegice  discovered solution during the first iteration &ved, and
concept in order to develop various artificial syss. then the second iteration begins. Within the second
iteration, bees again incrementally construct gmhst of
the problem, etc. There are one or more partiaitieols
Self-organization of bees is based on a few raiftiv  at the end of each iteration. The analyst-decisnaker
simple rules of individual insect's behavior. Iritspof prescribes the total number of iterations.
the existence of a large number of different soiciagct When flying through the space our artificial bees
species, and variation in their behavioral patteinss perform forward pass or backward pass. During forwa
possible to describe individual insects' as capaifle pass, bees create various partial solutions. éxéeuted
performing a variety of complex tasks [31]. Thetbes via a combination of individual exploration and
example is the collection and processing of nedtsr, collective experience from the past. After thaickveard
practice of which is highly organized. Each beeidles  pass is performed of returning to the hive. Intihes, all
to reach the nectar source by following a nestmdte bees participate in a decision-making process.\Ebee
has already discovered a patch of flowers. Each has  can obtain the information about solutions' quality
a so-called dance floor area in which the beestthae  generated by all other bees. In this way, beesangsh
discovered nectar sources dance, in that way trtgng information about quality of the partial solutiocrated.
convince their nestmates to follow them. If a beeides = Bees compare all generated partial solutions. Based
to leave the hive to get nectar, she follows onthefoee  the quality of the partial solutions generated,rgueee
dancers to one of the nectar areas. Upon arrital, t decides whether to abandon the created partiaticolu
foraging bee takes a load of nectar and returtisetdive and become again uncommitted follower, continue to
relinquishing the nectar to a food storer bee. Aftiee expand the same partial solution without recruitihg
relinquishes the food, the bee can (a) abandorfotbe nestmates, or dance and thus recruit the nestrnafese
source and become again uncommitted follower, (b)returning to the created partial solution. Depegdam
continue to forage at the food source without rigiciy the quality of the partial solutions generated,rgJgee
the nestmates, or (c) dance and thus recruit thenages  possesses certain level of loyalty to the pathifepatb
before the return to the food source. The beefoptsne  the previously discovered partial solutions. Durithg
of the above alternatives with a certain probabilit second forward pass, bees expand previously created
Within the dance area, the bee dancers "advertisepartial solutions, and after that perform again the
different food areas. The mechanisms by which e b backward pass and return to the hive. In the hizesb
decides to follow a specific dancer are not well again participate in a decision-making processfoper
understood, but it is considered that "the recreitm third forward pass, etc. The iteration ends whea on
among bees is always a function of the qualityhef t more feasible solutions are created.
food source" [31]. It is also noted that not alebestart The advantage of BCO in solving optimization
foraging simultaneously. The experiments confirmed, problems is that bee colony is as dynamical system
"new bees begin foraging at a rate proportionatne®  gathering information from an environment and
difference between the eventual total and the numbeadjusting its behavior in accordance to it. They
presently foraging". established a robotic idea on the foraging behawgior
The basic principles of collective bee intelligerine  bees. Usually, all these robots are physically and
solving combinatorial optimization problems were o functionally identical, so that any robot can bedamly
first time used in [29] and [30]. The authors imlueed  replaced by the others. The swarm possesses icaghi
the Bee System and tested it in the case of Trayeli tolerance; the failure in a single agent does tuy the
Salesman Problem. The Bee Colony Optimization Meta-performance of the whole system. They also devel@pe
heuristic that has been proposed in this papeesemts  minimal model of forage selection that leads to the
further implementing it to solve combinatorial emergence of collective intelligence which consists
optimization problems of optimal placement of three essential components: food sources, employed
distributed generation. foragers and unemployed foragers. The model defines
two leading modes of the behavior: recruitment to a

Beein the Nature
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nectar source and abandonment of a source.

Initial placement and number of DG

\ 4

Calculate the real power loss and violation functio of
contingency analysis

»
Lad

Determine the new placement and
number of DG

Calculate the real power loss and violation functin Determine objective value of partial
of contingency analysis solution

A

Generate placement and number of DG
for partial solution

If max. number of
bees i reached”

Memorize the best placement and
number of DG

\ 4

Find the abandoned placement and
number of DG

A4

Produce new placement and number of DG for
next iteration

If max. number of
iteration is reached".

No

Yes

Optimal placement
and number of DG

Fig. 3. Flow chart of the BCO algorithm.
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Comparison with the other algorithms such as GA andis of bus 19 and 20, which the system loss is reduc
SA suggests that BCO works more efficiently du¢h®  27% comparing with system without DG. Meanwhile,
parallelism of the multiple independent bees. FBAT  when considering single objective of minimizing
BCO algorithms work more efficiently due to TSA violation function of contingency analysis, the ioml
records the closest results to the best known isolit placement of DG is of bus 19 & 21, which violation
and have the most number of best solutions. Fyrther function of contingency analysis is reduced 43.75%
also manages to achieve best results in the shortexomparing with system without DG.
execution time. These spectacular results ardattd to

the efficient critical block neighborhoods. Moreove Table 2. Weight factor and normalization for finding
tabu list that keeps track  of the most recabtitmoves multi-objective optimization

prevents the search algorithm to be locked in locat

minimums. min | min | P. | Vfconin| OPL | g o

) W@ | oss | Cont. S)| (8) |Eq.(0)
Algorithm
Like Dynamic Programming, the BCO also solves 03/0.7| 3.74 | 4.14| 0.7 0.56 | 0.63| 19,21
combinatorial optimization problems in stages. Ea€h
the defined stages involves one optimizing variablee 4/06| 3.74 | 414 078 0.56 | 0.65| 19,21
flowchart of the artificial BCO algorithm is giveim
Figure 3.

0.5/0.5| 3.74 | 4.14| 0.7 0.56 | 0.67| 19,21

6. SIMULATION RESULTS 0.6{0.4| 3.48 | 468 0.73 0.64 | 0.69| 19,20
The test system is the 30-bus system, which had tot 0.7/ 0.3| 3.48 | 4.68| 0.73 0.64 | 0.70| 19,20
load 232.3 MW and 77.3 MVar. The total active power
loss and reactive power loss without DG is 4.77 did
0.60 MVar, respectively. The maximum number of DG
is 2.

The parameters of BCO are set as follow; number of
bees = 20, maximum of iteration = 50, number ofighar
solution = S, a':]d maximum generation (run) = 1000. Table 3. The simulation results of the single objeate

The simulation results on the IEEE 30-bus system optimal placement of minimizing real power loss
show that BCO can obtain the optimal solution vifta

The effect of location and number of DG to each
single objective optimal placement of minimizingalre
power loss and violation function of contingency
analysis are presented in Figure 4 and 5, resggtiv

least computing time comparing with GA, SA and TS. System with Min. Power Loss
The average computing time of BCO is 82.62%, 74.40% 2 DG n. Fow Max. Power Loss
and 83.83% less than GA, SA and TS respectivelpleTa
g . Loss DG Loss DG
1 compares the results of BCO and other heuristic DG Size . .
(MW) | Location| (MW) | Location
methods. (MW)
(Bus) (Bus)
Table 1. Comparison results of BCO with other heurisc 2x10 3.48 19&20 481] 2&27
search methods based on 1,000 Comparing System loss
with system System loss increased 1.26%
Heuristic Approaches Avera_ge Total CPU without DG reduced 27%
Time (sec) (4.77 MW)
GA 7.0293
SA 4.7729 Table 4. The simulation results of the single objeate
optimal placement of minimizing violation function of
TSA 7.5553 contingency analysis
BCO 1.2219
Sys;eDné;wnh Min. Contingency | Max. Contingency

w and @, as well as normalization of (S) and
Vf ..in(S) to the same based for calculation of multi- System DG System DG

objective optimization has been concluded and ptege D(?\BAVS\;)ze Cont. | Location| Cont. | Location
in Table 2. The results show that the optimal vaifiey (p.u.) (Bus) (pu) (Bus)

and ¢, for the IEEE 30 bus system is 0.3 and 0.7,
2x10 414 | 19&21 8.16 | 23 & 27

respectively.

The results of each single objective optimal plageim Comparing
of minimizing system loss and ylolat_|0n function of system System System contingency
contingency analysis are sumrr_]arl_zed in Taple_ 3_4_and without DG contlngencyo increased 10.87%
respectively. When single objective of minimizing (7.36 MW) reduced 43.75%
system loss is considered, the optimal placemem@®f
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In Table 5, the optimal placement of DG to achieve best against GA, SA and TSA in terms of computing
multi-objective of minimizing real power loss topet time and number of iteration, which average conmupti
with violation function of contingency analysisaé Bus time of BCO is 82.62%, 74.40% and 83.83% less than
19 and 21, which it can significantly reduce thsteyn GA, SA and TSA, respectively.

loss from 4.77 MW to 3.74 MW or 22% reduction, vehil

violation function of contingency analysis can be contingency

reduced from 7.36 p.u. to 4.14 p.u. or 43% redugtio
when comparing to the system without DG. The efédct

(pu.) |
TR

9.00 7 ﬁ'k(,{(

8.00 Z \'"I'i

AT
ORIN \‘ AR
HERK i

DG allocation to the multi-objectives optimal plazent .A\Q.\ i \,Vﬂ
. R i J Nl
is demonstrated in Figure 6. 2 '«;;fi,\\'ﬂ'gﬁ}i#@ t'A\}“.','!’ X
»\\\,‘\\.('[«“ A ""ii‘\‘v 7 ! 55s
6. Y“\m :
Table 5. The simulation results of the multi-objectie 5.00 ] a6
optimal placement of DG 00 e
034
3.00 02-3
Number of DG 2 DG F
DG Size (MW) 2x10
1. Without DG in the system:
- System loss (MW) 4.77 . i
- System contingency (p.u.) 7.36 Location of DG.5 Ty, > Location of DG.1
(Bus) 9 N (Bus)
2. With DG in the system: 19 & 21 _ . _ L
- Optimal placement (Bus No) Flg: 5. Effect of aIIocathn. of pG tq thg single gbctlve
- System loss (MW) 3.74 optimal placement of minimizing violation function of
y . 4.14 contingency analysis.
- System contingency (p.u.)
Multiobjective
(bu)
1.20 "115120
PO‘(NJ\'A',-)OSS : :Egggg 1.15J B 110115
6.00 m5.40.5.60 110 01.05-1.10
5.80 [5.20-5.40 1.05 ‘ : ;':gj'i
ZZ(()) 05.00-5.20 1.00 ’ - | ] 0:90-0:95

W 4.80-5.00
W 4.60-4.80
[0 4.40-4.60
W 4.20-4.40
[@4.00-4.20

/,rv 0 —
A ‘ﬁ\"‘l‘%'!.\lh

T\ 4115'5\}"_‘.; '{/'-‘\4 VA\

AA X/

.

A 2 XX g
"v‘n\{igz'i‘h\‘vﬂl’[ LAY | 3.80-4.00

0 3.60-3.80

3 AR
’ 34 03.40-3.60
y 3.20-3.40
y ©3.00-3.20

=
<)

0.95 v‘ “'V"i P ‘v X 0085090
0.90 »‘VA‘Q\%{{é""j’iil‘?ﬁ‘@“‘w’!‘yﬁ}’ 080085
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- 8075080
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1 ‘ 055060
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0.50 5

c < R 26

o v o X 21
o _ LocationofDG.2  ~ 8 ST 11 ' LocationofDG.1
Location of DG.27 3 16 Location of DG.1 (Bus) N 6 (Bus)
(Bus) - (Bus) 1
&
it Fig. 6. Effect of allocation of DG to the multi-obgctive

optimal placement.

Fig. 4. Effect of allocation of DG to the single gbctive
optimal placement of minimizing real powerloss.

7. CONCLUSION P
In this paper, the efficiency and success of BCO QI
approach implemented to determine the multi-objecti '
optimal placement of DG to simultaneously minimilze Gi
real power loss and violation function of continggn Qg
analysis has been demonstrated. The effectiverigbg o ||
BCO to solve the DG allocation problem has beenlv_|
illustrated through the IEEE 30-bus system, whicks i !
executed with the BCO comparing to other heuristic 1Y
search methods of GA, SA and TSA. Comparison with
the other algorithms such as GA suggests that BCQg;
algorithms work more efficiently due to the parkdiem

of the multi-bees. The result proves that the BE@he 4

NOMENCLATURE

active power at bus

reactive power at bus

active power generation at generator numper
reactive power generation at generator number
voltage magnitude at bus

voltage magnitude at bys

magnitude of the thiejth element of the bus
admittance matrix,

angle of tha-jth element of the bus admittance
matrix,

phase angle of the voltayg
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phase angle of the voltayg

set of generation bus indices,

set of bus indices,

real power loss of solutid,

solution of number and location of the DG,
weight factor of the real power loss,

weight factor of the violation function of
contingency analysis,

(12]

(13]

(14]

Vionin(S) Violation function of contingency analysis of

solutionS,

Wieonin(S) voltage violation function of contingency

Olfonin(S) overloaded line function of contingency

(1]

(2]

(3]

(4]

(5]

(6]

[7]
(8]

9]

(10]

(11]
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analysis of solutior$,
[15]

analysis of solutior®.
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& 3 Control of Line Side Converter for Doubly Fed Indudion
g 5 % Generator with Active Power Filter and Load Balanchng
}"’r% S. Wangsathitwong, S. Sirisumrannukul, S. Chatetand W. Deleroi
a,9

Abstract— A control system of line side converter for a doubly fed induction generator with active power filter and
load balancing capability is presented. The control scheme is based on the model of the system on synchronously
rotating reference frame (d-q axis). The d-q axis current components are used to control active power and reactive
power, respectively. In this reference frame, the d-g current components of the nonlinear load are composed of dc and
ac quantities. The dc component of d-axis current represents the fundamental of active current while ac components
represents harmonic currents and unbalanced load currents. The g-axis current correspond to reactive power,
harmonic currents and unbalanced load currents. The elimination of ac component of the d-axis current and g-axis
current by appropriate compensation ensures that the converter is operating at unity power factor with active power
filter function and load balancing capability. Smulation results of a line side converter with unbalanced nonlinear
load confirm good performance of the proposed control method.

Keywords— Doubly fed induction generator, Line side converte Active power filter, Load balancing.

regulate the dc bus voltage at a reference valdetan
1. INTRODUCTION ensure that the converter operates at unity poaeoff.

ind . f the f . bl The control technique of the converter is basedhen
Wind energy is one of the fastest growing renewable ,,qq| of the system on the synchronously rotating

energy systems. Many large wind farms employ doubly atarence frame (d-q axis) [2], [3]. Steady statabced
fed induction generator (DFIG) with variable speedd sinusoidal three phase voltaées and currents. wdieh
turbines [1]. More than 60% of the yearly instadas of 5 nsformed onto the d-q axis, become dc valuecand
new wind farms employ DFIG. The main advantage of o eagily controlled by PI controller. The activewer
DFIG wind turbine system is cost-effective for an ,n4 reactive power are decoupled from each othér an
inverter because its rating is typically 25% ofingtof the power flow between the line and the dc link ban
total system and the operating speed range of #i&D independently controlled.
is £33% around the synchronous speed. Approximately 2 Today, the increasing use of power electronics
to 3% efficiency improvement can be obtained dut0  equipment causes unbalanced non-sinusoidal curients
small size of power converters. _ the ac supply system. These harmonic currentshare t

A typical configuration of a DFIG system with cayses of various undesirable phenomena in the powe
nonlinear load is shown in figure 1. The statoesid @ qyajity such as losses, malfunction of sensitiveias,
DFIG is directly connected to the line while theam  gjectromagnetic  interference, faulty timing  signals
side is fed through two back-to-back power converte j,creasing heat and shorten motor life. Normaltgtive
with dc link. In order to cover a wide speed rafigan  hower filters (APF) are used to compensate harmonic
subsynchronous to supersynchronous speeds, thes§rrents and reactive current component to impitbee
power converters must be bi-directional power nower quality. Furthermore, the APF can balance the
converters. o _ load currents.

The dc link capacitor is capable of absorbing the  The control methods for rotor side converter of GFI

instan_tanepus power difference between line sidé an system with APF operation have been investigatéd-[4
machine side converter. Therefore, these two coenser [6]. The stator currents of the DFIG are controllegd

can be separately controlled. The configurationaof |(oior side converter to compensate the harmonic

PWM voltage source line side converter is shown in¢yrrents, These control schemes produce non-sitaisoi
figure 2. The function of the line side converterto currents in the stator of the machine which canseau
negative effect on the DFIG.

S. Wangsathitwong (corresponding author) and i&usinrannukul i \
are with King Mongkut's University of Technology Nb Bangkok —_ @ >
(KMUTNB), Bangkok, Thailand. Phone: +66-2-913250%t.€304,
Fax: +66-2-5874356. E-masww@kmutnb.ac.tand bic 1 ’
spss@kmutnb.ac.th

S. Chatratana is with Technology Management CerNetjonal . 3~ =
Science and Technology Development Agency (NSTDAJ1 Nonlinear L
Thailand Science Park, Paholyothin Rd., Patumthémjland. E-mail: load = T 3~
somchaich@nstda.or.th . L . )

W. Deleroi was with Delft University of TechnologyDelft, Fig.1. Schematic diagram of DFIG for wind turbine gstem
Netherlands. E-mailverner.deleroi@skynet.be with nonlinear load.

65



S Wangsathitwong et al. / GMSARN International Journal 3 (2009) 65 - 72

] { | i e 2. MATHEMATICAL MODEL AND CONTROL
i n ) G G METHOD
T 2.1 Nonlinear Model Analysis and Proposed Method
—» Cr E

= - The line side converter is a three phase AC/DC edav

which is connected to the three phase power supply

_ _ ] one side with a capacitor on the dc side. The gelta
equations of the system are:

Ve Vo Ve
" uSa i& iSﬁ VSa
Fig.2. Equivalent circuit of the ac system with lie side U, | =R]ig +|_i iy |+] Vg (1)
converter ) dt|
ug iq i A

The control scheme of the line side converter isemo ~ The power equation of dc link voltage can be wmitte
flexible. The function of line side converter cae b as:
enhanced to operate as a shunt APF to compensate
harmonic currents. The line side converter with APF i dE .
operation will then be capable of simultaneously E'm+ECE:E'dc=Pdc 2)
compensating current harmonics, reactive power and

unbalanced load current. The advantage of the gegpo Transforming (1) onto the synchronously rotating

method is that the harmonic currents are directly oference frame and align d-axis of reference fravitie
compensated by the converter which would give faste o complex vector of the phase voltage of the ksupp
response and better accuracy than the method oOfagyits in:

compensation through the rotor side converter.
There are several control methods of shunt APE®er

application of line side converter with APF [7]].[%or u, =R, + LO"—Q’—a)LiSq +V,, ©)
the synchronously rotating reference frame moded, t dt

compensated currents can be directly derived froen t . g, )

real load currents without the need of line voltage UYs =0=Rig+ LE-FCULISd Vs, (4)

information. Furthermore, the reference currennaig
are not affected by unbalanced voltage or voltage
distortion. These advantages increase the robussiofes
the system and simplify the design of controlléFae

The three phase instantaneous supply powers are,

harmonic current and reactive power can be separate 2
control by individual control loop [9]. S=—Uglg,
This paper presents a control method of the lide si 3 ®)
converter for DFIG in conjunction with active power =p+jq
filter and load balancing. The rotor side convedgtthe
DFIG is controlled in the same way as in normal 2
operation while the line side converter is assigted p'?"sa'su (6)

regulate dc link voltage, to compensate non-sirdadoi

currents, to control reactive power and to balathcee

phase currents. With these functions, the loadeotsr q=-—Uylg (7)
are measured and transformed on to the d-q axikeof

synchronously rotating reference frame. The non- .

sinusoidal, reactive and unbalanced current comptene . !f the power loss in the converter can be negledtel
are extracted from the d-q components and used al'Stantaneous dc power in (2) and ac power in(@)fze
references for currents compensation. Based on thiS@Me. Therefore, the dc bus voltage can be coetirola
scheme, the line side converter can compensatetbeth s+ Theis; demand is derived from the dc bus voltage
non-sinusoidal currents and unbalanced currengsityr ~ ©/70r through a standard PI controller, while demand
This paper is organized as follows: The mathemitica 48{€rmines the reactive power or power factor erlitie
model of line side voltage source converter and theSide of the converter. The errors of baghandis, act as

proposed control method are investigated in SecZion inputs of PI controllers to generate the line sideverter
together with the block diagram of the control eyst ~ terminal voltage reference signai andvg,.

The simulation results to verify the control perfamces For APF application, the nonlinear load currents ar
are shown in Section 3. The conclusion is given intransformed onto the d-q axis frame. These two
Section 4. quantities are composed of the dc components and

ripples or ac components as described in (8) and (9

iLcl = de + iLd (8)
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i =i +i:£I 9) then be designed as in (14) and (15).

Based on (6) and (7), the dc component of (8) is K =256‘)"—T_1 (14)
related to the conventional fundamental active load K,
current whereas the ac component is related to the
harmonic currents and the negative sequence of the _XwT-1 (15)

unbalanced load currents. The compensated d-axis
current is calculated by extracting the ac compbnen

from the d-axis current. The g-axis load current() The two closed loop poles in (12) can be chosen

represents reactive load current, harmonic cureemt  4hirrarily by assigning the controller constantms, K
unbalanced load. In order to avoid negative effdwsg- andT;, as in (14) and (15).

axis load current should be zero. Therefore, the

w'T

reference currents required by APF to compensate no P 1 " PV
sinusoidal load currents, reactive power and umizaid - K(1+§] alkm "T >
load current are ‘ S

iy =l (10)

Fig.4. Block diagram of process controller.
i =i (11) .
It should be noted that the assumption of plant
(converter) as a first order system is used in the
The compensated d-q axis currents, in (10) and, (11)simplified model. Thus it is obvious that the desigf
are fed and added to the conventional current obietr  gain and time constant of controller depends on how
of the line side converter. The block diagram o# th close is the approximation. However, the resultsnfr
proposed method is shown in figure. 3. The low pass(14) and (15) are good enough as initial valuekinta
filter is used to extract balanced active powerdloa into account of dead time of the switches and titelay
current, which is in the form of dc current, froraxgis of the system should improve the design results
current. Then the harmonic current and unbalancad | considerably.
current can be determined by subtracting the doentir

from the d-axis current. Design of Current Loop

In current control loop, the d-q axis terminal refece
voltages in (3) and (4) can be made independeatofi
The design of both the current loop and dc voltage  other by feeding forward the control components to
controller can be carried out according to the polecompensate the two cross coupling terms. As atrehel
placement method [10]. The process transfer functio d-q axis current control loops have been fully dgied.
can be described as the first order model. Then according to (14) and (15), the d-q axis curf
controller parameter can be selected.

2.2 Design of Control Loop

K
G, (s)=—" _
1+sT K =2{wL-R andT _2@L-R (16)
n sz
The transfer function of Pl controller is
1 Design of DC Voltage Loop
G (s)=K|1+— .
© ST Similarly, the dc voltage controller parameters ¢aen

' be designed with the terms in (14) and (15) agd M. (
With simplified block diagram of control in figuré,

the closed loop characteristic equation becomes K, =2{wC-1/R, andT = 2w C-1/R, (17)
" Cw’
1+K K K K
s +s P+ =0 (12) 2.3 Linearized Model and Stability Analysis
T TT

The nonlinear equations in (2)-(7) can be lineatipE?]
and the linear control analysis such as stabilibg a
design technique can be directly applied. The finea
relation between converter terminal voltagg, and dc

The analysis of the characteristic equation shdwas t
the control loop is stable for all positive valugK and

Ti [11]. 3
The standard form of second order Characteristicbus voltageF, is expressed as
equation is
q VS =mE (18)
s +2{ws+w =0 (13)

Equations (2)-(4) can be rewritten in state-space

Comparing (12) and (13), the controller parameter ¢ CO-210NS @3
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i
Nonlinear SYST
load ac supply

Fig.3. Block diagram of the control system of lineside converter with APF and load balancing.

d

Lf:—Risj +alig + (U, —vy,) (29)
di, _ 20

L= =-Rig ~ ki ~v, (20)
dE E

cC—=i, -—— (21)
dt R

If it is assumed that the dc power is equal to eoter
terminal active power, the expression for the degras

P, =i, = %vs(ia cos5 -, sind) (22)
V. 2 . .
?Idc = Evs(ls‘j €0sd —ig, Sind)

i, = %m(isj cos5 —i,, sind) (23)

Rearranging (19) — (23) in the standard form regult

_ L - -
-—— w ——C0S0
. T, L
|S1 |31
d|. 1 m . )
—lig = -w -— —sind iy
dt T, L
E
2m ) 1
——C0S0 -——— sind -——
L3¢ 3cC T |
r _
— 0
L
+ 0 i Y (24)
LI|LO
0 O

68

1 . .
- ——rcosd
- . '
Af Al
a 1 »
—| &= - -— —sEnd Af
J 2 _ . =
AE AE
1» . Im 1
——Ycosd -——sind -—
2 C 2 C T i
M . ) E ) 7
—E snd ——=cos 4,
r G r ’
m, E A8
- ~F cosé —snd
L L Am
Im - 1 S -
——— (i snd =i cosd ) —(i cosd —i singd)
L 2 ¢C ' 2C ’ |
L

whereT, = R andT, =R,C.

The linearization for small perturbation is represe
by the first order terms of Taylor's expansion givie
(24). The linear difference equations are giver(dh).
Therefore, the characteristic equation is

3 2 1), 2 1 )
A+ —+— (A7 + +—+K+w |4
T T TT, T

2
LA (26)
TSZTdc TS Tdc
2
when K :lﬂ
2LC

It can be seen that there is nd term in the
characteristic equation. Thus switching angle doet
affect the position of characteristic roots. Regisig the
coefficients of the polynomial in terms af, a; an ap,
(26) gives:

A +aA’+al+a =0
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Fig.5. Simulation results of the proposed method.

The Routh-Hurwitz criterion can be used to deteemin
stability analysis of this system.

A? 1 a
Al q a,
Ala -a,/a,

Al q

Obviously, for all positive values of system paréne
the system is stable.

3. SIMULATION RESULTS

The proposed method was simulated with the circuit
Fig. 1, to verify the control performances of thstem.
The test conditions were started by applying linear
unbalanced load with lagging power factor at t & €ec.

At t 0.6 sec a single phase nonlinear load was

For the system to be stable, the component of Routttonnected between phase b and phase c. The nonlinea

array in thex! row must be greater than 0, which results
in

4 2 T ,
—+—+—F+KT +KT, +2wT, 20
T, T T.

S de S

(27)

effect was increased by additional three phaseimesn
load at t = 0.8 sec. The responses of the loackotar
(iLane), the ac system currents,d) and the compensation
currents i) are shown in figure 5. Note that the
waveforms of steady state load curremgyif figure 5a,

5b and 5c from t = 0.5 to 0.6 sec are unbalanced
sinusoidal with lagging power factor. During thisrjpd,

69



S Wangsathitwong et al. / GMSARN International Journal 3 (2009) 65 - 72

figure 5d shows that there are ac components in daf
axis currents. For compensation curreigsii figure 5g,
the d-axis current of the system becomes dc valtle w
zero g-axis current. The g-axis current in fact agms
zero all the times which indicates unity power @act
operation of the converter. The three phase cigreht
the systemif) are balanced as shown in figure 5e.

When the nonlinear load is connected between phase
and c at t = 0.6 sec. and the control system refgabim
less than 0.1 sec (figure 5e). Figures 5a — 5c dhew
increase in nonlinear three phase loads at t s€c8The
control system
accordingly as shown in Figure 5g. After short siants
the system recovers back to balanced operation wit
sinusoidal currents at unity power factor which are
shown in figure 5e and 5f. The performance of the |
side converter with APF are clearly indicated igufies
5e and 5f with three phase system currents andudsg
currents for both steady state and dynamic behsavlor
can be seen that the system currents remain sdalsoi
balanced and lower than load currents. As a reded,
axis system currents are constant due to the cosapesh
current from the line side converter in figure Sthe
negative d-axis current in Figure 5g at t = 0.8 sec
indicates that the line side converter is in getirgga
mode for a short time.

150

030 -

050 -

190

05 05 0 061 083 06 06/ 0P

Fig.6. Three phase system current without reactanocerror.

190

030

0%

130 T
05 05 0 061 08 06 06/ 0P

Fig.7. Three phase system current with reactance ler

The robustness of proposed control system of tiee li

side converter has been tested by keeping all the

parameters of the controllers fixed, but reducihg t
reactance of the filter whose value is used in ftedl
forward component of current control loop by 10%tsf
original value. The original system and the systeiti

reactance error were tested with the same operating

conditions and with the linear unbalanced loadsewer
connected to the system. At t = 0.6 sec the bathnce
nonlinear load are switched on. The results arevelia
Figure 6 for the response of the original syster &n
Figure 7 for the system with reactance error,
respectively. It can be seen that both responsesearly

70

increases the compensated current

the same even with large error of the reactanageval

4. CONCLUSION

The control of line side converter with active poviker
and load balancing capability for DFIG has been
demonstrated. The control scheme is based on tidelmo
of the system on synchronously rotating referemamé
(d-q axis). It was proposed that the eliminationaaf
component of the d-axis current and g-axis curtsnt
appropriate compensation ensures that the convisrter
perating at unity power factor with active powitef
unction and load balancing capability. The patdnt

lPeneﬁt of the proposed method is the combination t

active power filter function and load balancing dtian

in a single converter. From the simulation resulte
system was proved to be able to operate with bathnc
sinusoidal current waveforms and at unity powetdiac
even when it was connected to the unbalanced rearlin
loads. The loading capability of the system is éased
due to supply system currents are lower than load
currents. The overall system efficiency is improved
owing to the absence of harmonic currents and ikeact
current.

NOMENCLATURE
C DC bus capacitance
E DC bus voltage
iew DC bus current
i, DC componentofd-qaxis load currents
Edq AC component of d-q axis load currents
ine Machine side converter dc current
isne Three phase line side converter input currents
isy D-Q axis line side converter input currents
iss  Three phase system currents
igsaq D-Q axis system currents
K, K, Controller and process gain
L Line side filter inductance
m Proportional factor
p,q Instantaneous line side converter input active
power and reactive power, respectively
P« DC bus power
R Line side filter resistance
Ry DC equivalent resistance
s Instantaneous line side converter input apparent
power
T Process time constant
Tee DC bus time constant
T Controller integral time
Ts Line side filter time constant
Uspe Three phase system voltages
Usq D-Q axis system voltages
Vs, Fundamental component of line side converter

instantaneous voltage
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Vane Three phase line side converter terminal
voltages

Vs D-Q axis line side converter terminal voltages

g Reference angle in synchronously rotating
reference frame

w  System voltage frequency
o Line side converter terminal voltage phase angle
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ic and R"’e . .
e s, System Study and Fault Level Reduction Technique®sf a
g 5 % Small Scale Power Plant in Thailand
}"’r% Sithiwoot Tongsrichantra, Thanapong Suwanasri,Gatthreeya Suwanastri
a,9

Abstract— Nowadays, the increasing fault level in Thailand power system is of prime concern due to the increasing
number of small power producers (SPPs) and independent power producers (IPPs). One of the SPP in Thailand is
chosen to find the optimal solution for fault current reduction. Therefore, the data of existing systemis comprehensively
collected and all equipment was drawn in single line diagram with their associated parameters. Then the short circuit
simulation at various locations was performed according to IEC60909 to verify the equipment rating. Practically, the
fault current reduction techniques were performed by using current limiting reactor (CLR) and fault current limiter
(FCL). These devices were evaluated in term of their function, fault current limiting capability, power losses and
suitable installation locations. The evaluation procedure consists of short circuit study at various locations in the plant
to determine their fault current limiting capability. Moreover, load flow analysis was performed to evaluate the
associated losses in case of the CLR. Loss evaluation is a necessary part for the CLR consideration. Consequently, the
suitable installation location was determined based on effective fault current reduction, possibility of installation and
their generated losses. Finally, from the technical and cost comparison, the optimum solution can be deter mined.

Keywords— Fault level, short circuit, current limiting reactor (CLR), fault current limiter (FCL), Load flow.

the fault can be classified according to its asded
causes as follow:

1) External system fault (electricity utilities)
2) Equipment failure, ageing or malfunction
3) Human errors

When fault occurred, the interrupting device must b
able to interrupt such fault current. The significéault

1. INTRODUCTION

Fault is defined as a physical condition that cause
device, a component, or an element to fail in penfog

its required manner, for example a short circuibxmken
wires [1]. Electric power system designers oftenefa
fault-current problems when expanding existing Buse

because the power demand continues to grow due t
economic growth and increasing in electricity
consumption. In some areas, additional generatiom f
co-generators, small power
independent power producers (IPPs) raises the daityt
throughout a system. In addition, industrial use of
computers and other power-quality-sensitive equigme
has forced the utilities to provide higher quaétyd more
reliable power. As a result, generation capacitwel as
power interconnection keeps increasing for more
efficient system. Increasing power generation does,
however, increase the maximum available fault curag
any point in the system. Older but still operationa
equipment gradually becomes underrated througlesyst
growth.

Unfortunately, there is no available record of ainu
number of faults occurring at SPP in Thailand. Hesve

S. Tongsirchantra and T. Suwanasri are with ElealtrPower
Engineering Program (EPE), the Sirindhorn Inteoratl Thai —
German Graduate School of Engineering (TGGS), Kitgngkut's
University of Technology North Bangkok (KMUTNB), 18
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Naresuan University, Phitsanulok 65000, ThailanHorfe: +66-55-
261-000 ext. 4342; Fax: +66-55-261-062; E-madlttareeyaa@nu.ac.th

%/pes to be considered are;

1) Three - phase fault

producers (SPPs) and 2) Phase - phase fault

3) Phase to earth fault.

In this paper we consider mainly three phase fault,
which is the worst and very rare case. However, its
severity and consequential damages are very hightan
is used to select the rating of interrupting desice

Primary equipment, such as switchgear, transformers
cabling, and bus bar can be very expensive to be
upgraded, replaced and reconfigured to higher faudl.
There is a challenge to work out on this problenilevh
keeping the additional costs in economics. In Emall
according to the revised power development planR(PD
2007), the total generation capacity in 2009 wéhch
32,456 MW while the generation capacity contribubgd
very small scale power plants (VSPP) is approxiiyate
14%. Such a contribution becomes higher due to the
nation energy policy promoting in renewable energy
usage. As a result, the fault level throughout ghstem
also increases accordingly.

In this paper, the sample case is one of the TR&SS
facing the mentioned fault level due to the
interconnected network growth. By system modelind a
using short circuit calculation based on IEC 60909
standards; it was found that the most of existing
equipment interrupting capacity are over duties.
Therefore, the fault current reduction techniquesrew
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studied and discussed in order to avoid unsafeatiper

and consequential damages caused by short circuit

current. In all possible study cases, the repeatedt
circuit calculation is also carried out to checleith
effective outcome. In addition, the loss evaluation
load flow calculation based on Newton — Raphson
method is also performed in case of using FaultreZur
Limiter.

2. BASIC THEORY

In general, there are four techniques to lower ghert
circuits such as;

1) Pre-planned for power circuit breaker (CB) and
equipment uprating

2) Replacement by high impedance power
transformer

3) Installation of series current limiting reactor
(CLR)

4) Installation of fault current limiter (FCL)

The last two techniques will be proposed and
discussed in this paper. The CLR is a typically and
widely used technique due to its simple construgtio
reliability and proven technology. Neverthelesse t
application of FCL is increasingly implemented in
industrial plants in Thailand especially in case $lgstem
power (kW) losses are of prime main concern.

2.1 Current Limiting Reactor (CLR)

The CLR introduces higher impedance to the systgm b
series—connected
equipment during fault condition. It reduces shartuit
level to meet the system needs as well as strasses
busses, insulators, circuit breakers and other \idfage
devices. It is, sometimes, connected between theaie
of the system and earth for limiting the phase aahe
current under system fault conditions. It is alsedias
load sharing reactor for balancing the currentanafel
circuits [2], [3].

Current Limiting Reactor Types

1. Air core reactor with the advantage of no

saturation under fault condition, low losses, and
long life

Dry type reactor
3. Indoor/outdoor reactor
4. Single phase /three phase reactor

A Sample Calculation

{1_1}
ISCA ISCB

2.

=Vs

1
7 )

XR

where

Advantages

1. Reduce fault current
2. Match impedance of parallel feeders

3. Increase equipment and capacitor life

4. Perfect mechanical strength to withstand high
short circuit force

5. Limited temperature rise enables longer lifetime

6. Special surface protection against UV and
pollution class 5 area

7. Simple design for determining an appropriate
impedance

8. Maintenance-free design

Disadvantages

reactance in order to protect the

1. Energy costs increase as losses become a more
significant component of total operating cost
2. Operating losses consist of
a) the resistance and eddy-current loss in the
winding due to load current,

b) losses caused by circulating current in parallel
windings,

c) stray losses caused by magnetic flux in other
metallic parts of the reactor

3. Minimum magnetic clearance for the reactor is
required as shown in Fig. 1.

4. Voltage drop due to its connection, thus voltage
regulation is required (maybe shunt capacitor
bank).

5. Magnetic flux effects to human life and metallic
structure in vicinities

S 1 | :
L_ 1 ] T 1 T Lo
- | o \ I| | i
-

il SRR

Fig.1. Minimum of magnetic clearance to other reaors
and metallic parts [4].

2.2 Fault Current Limiter (FCL)
Technical Principle/Function

Fault current limiter is very quickly capable oftéeting
and limiting a short circuit current by use of aafim
explosive charge to open a conductor. This diverts
current to a parallel fuse which quenches the shartit
current.

Types

Fault current limiter of ABB is one of the FCL prots
in the FCL industrial market. ABB current limiting
device (Is — limiter) consists of 2 components lagwa
in Fig. 2.

A. Current path uninfluenced

B. Current commutated to fuse

Xg = reactor reactanc€]

Vs = system voltage [V]

Ica = S/C current after series — connected reactdy [k
Icg = S/C current before series — connected reactor
[kA]
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preconditions [10], [11], [12]. In addition, the E€ as
per G&W design are not dependent on rate-of-rise of
fault current, but instead, are responsive to ntagsi
only.

777777

Calculation of Tripping Value[13]

The tripping value is the expected rms value of the
first half wave of a short-circuit current flowirtgrough
the Is — limiter, in which case the Is — limiter shurip
during the first current rise. Since the use of ttévice
is still relatively rare, the calculation of théping value
(A) B)( is not generally known. Practical experience toedat
shows the tripping value should be greater or etmal
twice the operating current in order to prevenfram
tripping on unintentional fault.

Fig.2. Current limiting devices by ABB [5], [6].

Operation
In Fig. 3, when a short circuit is detected andeexiing CLIP® LET-THRU CURRENT
the pre-determined magnitude and the rate of curren FOR Man: Tee STH. RARIRRC MR IATIG
rise, an explosive charge in the main current dagry R Lo i : :
conductor is detonated. This ruptures the mainecurr ] P BT S T ] o 1
carrying path thus diverting the current to thesfughich a3y IR o= 1 =
guenches it. The entire operation takes place mithi f o ="l
few milliseconds [8]. After operation, the devicaese 3 Y I O Y O O s s P
isolated and insert containing the fuses and tpéured & nl — e e I 1 J
conductors are removed and replaced with spares. On z ™ L =] rer =
device is installed in each phase of a three phgstem, g - 2L 7 [
and a circuit breaker is always required in send#h it, E = £ ¥
in order to perform normal circuit opening and aigs - g /! '
duties. Moreover, there is another supplier whopbap é a I,J" Ed '
FCL as well. G&W produces the so-called triggered % %% [ 1]
current limiter (TCL) [9]. It offers a high contious £ A | |
current alternative to the technique by providing £ 7 17
effective fault current limitation without the siginant = Fid
losses, and without equipment upgrade or replacemen y ;’f

L)

W mopmuoisow B9 BORIRERETE

EVAILAPLE CURREMT Ik k& BHE STHMETRICAL

(A) The Let-Through current plot of 40kA rated CkiBnit (G&W)

= 100
ke
/ “5004
50 — /: - L0004
L=t H 315 A
t |1 2504
74 L= {1 2008
: . ‘ /t//:-v“'“_,,‘« e
The rate of current rise () o] 20 = g_..—/_./ T L 125A
— is high with high shortcircuit currents 5 @2?,--// |~ 1o
— is low with low short-circuit currents £ , .5,:2_’,--1‘/;1:/ sy .
. . :tL:) s == — =& soa
Fig.3. Rate of current rise [7]. g - i ——— ~HL son
3 -~ Lo
.. . . g / AT L1 14 B0
The fuse characteristics of both suppliers are shiow s = g2 //I,, TEb
. . . . T L4t
Fig. 4. Note that the multiple breaks in the maimrent o — "/_,.. 104
. . ol 1
path provide faster commutation of fault currentthe 2 /’//’:, —; T ptn 02
current limiting fuse element, while providing inged —] ,/: =d .
dielectric withstand of the broken gaps. . — LT L] i
. . 1 2 5 10 20 50 100 kA gf
Co-ordination Short-circuit current 1"y

From a coordination standpoint, the triggered aurre
limiter is catastrophic protection devices. Sincese are (B) cut-off characteristic of HRC fuse of ABB.
electronically sensed and triggered units, thegrapng
Crlterla |S pre_set and not dependent on tlme Brsu F|g4 Example of .fuse CharaCteriStiC, peak let -htough
current, temperature, element size (or meltifgy or  current VS symmetrical fault current.
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The Is — limiter trips when the rate of current rise The normal operating loads and supply of the SRP ar
(di/dt) reaches or exceeds a specified level, wttie  shown in Fig. 5.
current flowing through it has instantaneous values At first, all possible short circuit cases and faul
between the upper and lower measuring range limif o  current reduction studies are modelled and simdlate
and p respectively. The lower measuring range limit i commercial simulating software namely ETAP based on
should be selected at approximately 1,000 to 3,000AIEC 60909 standards.
above the peak value of the operating current. The

measuring rangefi,) is in general 1,000 to 4,000A. As PEA GEN
a result, the advantages and disadvantages artidedc
bellows.
41MW
Advantages S(
=
1. Faster operation than relay =5
2. Technical and economic advantages_ Wher_1 used in S Customer2
transformer or generator feeders, in switchgear
sectionalizing and connected in parallel with = >
reactors. = =
3. In comparison with reactors, the Is-limiter avoids -
voltage drops and does not contribute to the peak
short-circuit current. Customer#1 Bop
4. Voltage in the part of the system is not affected

by the operation of an Is-limiter

5. The series network impedance remains
unchanged.

6. Improvement of the current distribution at the
feeder transformers.

7. The load dependent losses of the feeder
transformers are reduced.

8. Increased reliability of the power supply. On
failure of one feeder transformer, the load is take
over by the other feeder transformers without
current interruption.

9. The cost for a required new switchboard with tr'%ﬂ”%‘ ircuit simulati divided into t .
higher short-circuit capacity will be saved. ort circuit simuiations -are divided nto 'wo main

scenarios which are “with” and “without” fault cemt
Disadvantages reduction devices such as the FCL and CLR. Pragisel
both cases are simulated with full possible coretkct
loads and actual operating loads by ETAP. According
operating record, actual operating loads are bageitie
total plant generation of 41MW with 10 MW exporting
power to utility (PEA). In additions to short ciitstudy,
load flow analyses using Newton-Raphson method are
also performed in order to evaluate the reactasdssn

the relevant cases.

Fig.5. Load flow diagram of a chosen SPP

This study will help the SPP in the selection psscef
appropriate fault current reduction devices. Alulfa
study cases are determined so as to help the SBRlcr
clear in detail of bus fault current at all possibl
locations. Moreover, study reports also provide the
voltage information on the healthy buses in theesys
This can similarly help the SPP to perform the prop
setting of under voltage relay in order to avoidsance

1. Analysis of the proper and reliable thermal
technique is still required.

2. Spare part and ‘back up’ system are needed.

3. Skill of worker

4. Failure consequenceany possibility that a failure
of the current limiting device to operate could
overstress switchgear.

5. Any legal constraints that could prevent the use of
this type of current limiting device

6. Co-ordination with other protective devices is not 4. RESULTS
possible. Current Limiting Reactor (CLR) Cases

7. Their intrinsic safety

8. Testing of operation

9. Triggering integrity

In CLR simulation cases, additional reactor(s) Ishal

effectively reduce short circuit current contribaditteom

short circuit sources such as generator, largetimgta

3. WORK PROCEDURE machine and utility grid. Obviously, reactor should
' connected in front of generator, utility grid ortlveen

In the study, the system in question consists &illgt switchgear bus-1A and bus-1B as shown in Fig. 6.

condensing steam turbine generator with its capanfit

55MW at 11.4kV rated voltage, its local loads ahd t

interconnected line synchronizing with the Provahci

Electricity Authority (PEA) of Thailand. In this stem,

summary of simulation results concerning all caitic

possible short circuit cases are carried out and

summarized as the technical references for fushety

or action by project and engineering teams in tharé.
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Under
interrupting
capacity
28%

Over
interrupting
capacity
2%

Existing
Reactor
x1)

OTR#3

400V sWGRJoLvC-2

D) Ideal operating load with existing reactor (>8hd the new
one (X3)
Over interrupting 72%Under interrupting 28%

Under
interrupting
capacity

Fig.6. Installation diagram of additional reactors 28%

Over
interrupting
capacity
72%

where:

X1 = Existing reactor (between Bus-1B and Bus-2)
X2 = New reactor#2 (between Bus-1A and Bus-1B)
X3 = New reactor#3 (between Generator and Bus-2)
X4 = New reactor#4 (between OTR#1 and Bus-1A)

Ideal (full) Operating L oads with Reactor

E) Ideal operating load with existing reactor (&b the new
one (X4)
Over interrupting 72%Under interrupting 28%

. . Fig.7. Full load short circuit summary: Reactor(s
In case of ideal operating loads (the case whele al g Y (©)

installed loads are in service) the short circurtudation

. TVILE In ideal operating load case, the additional reag{@)
results are summarized in Fig. 7.

located between Switchgear bus-1A and bus-1B can
effectively reduce the short circuit current andc#n
increase the percentage of survival buses from 4%
interrupting 62% as presented in Fig.7, Case A-C. Therefore, X2
capacity . . . .
17% location is the best location to lower the prosjvect
short circuit current in case we use CLR as thdt fau

Under

Over
interrupting
capacity
83%

A) Ideal operating load without existing reactorl{X
Over interrupting 83%Under interrupting 17%

Under
interrupting
capacity
24%

Over
interrupting
capacity

76%

B) Ideal operating load with existing reactor (X1)
Over interrupting 76%Under interrupting 24%

Over
interrupting

capacity Under

41% interrupting
capacity
59%

C) Ideal operating load with existing reactor (Xbpahe new
one (X2)
Over interrupting 41%Under interrupting 59%

current reduction device.

Under

interrupting
capacity

24%

Over
interrupting
capacity

76%

A) Actual operating load without existing reactl{
Over interrupting 76%Under interrupting 24%

Under
interrupting
capacity
Over 34%

interrupting
capacity
66%

B) Actual operating load with existing reactor (X1)
Over interrupting 66%Under interrupting 34%

1
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Over
interrupting
capacity Under

38% interrupting

capacity
62%

C) Actual operating load with existing reactor ar2l X

Over interrupting 38%Under interrupting 62%

Under
interrupting
capacity
41%

Over
interrupting
capacity
59%

D) Actual operating load with existing reactor af@l
Over interrupting 59%Under interrupting 41%

) Over» Under
interrupting AT
capacity

capacity
48% 52%

E) Actual operating load with existing reactor a0t
Over interrupting 52%, Under interrupting 48%

Fig.8. Actual load short circuit summary: Reactor).

Actual (real) Operating Load with Reactor

In actual operating load case (the case where ¢hala

System Losses (full load) in kW

T

420.00 jl"'{- T
410.00 ~—
a00.00 =
390.00

38000 +

3/0.00 -\// Z =
=

36000 =

350.00 o

X1

X1+X4

Fig.9. System losses: Full operating load.

System Losses (actual load) in kW

Fig.10. System losses: Actual operating load.

Fault Current Limiter (FCL) Cases

In FCL simulation cases, the additional FCL shall
effectively reduce short circuit current contritaditiEom
short circuit sources such as generator and ugliigy in

the same manner as CLR (reactor) cases. As a,rdsilt
best locations of FCL to reduce the short circuitrent

to the lowest value are the combination of those
connected between Switchgear bus-1A and bus-1&, aft

loads, as given from TPTUC field information are H3 and H4 and after H204 as Fig. 11.
practically in service), the short circuit simuati
summary results are summarized in Fig. 8. In cdse o
actual operating load, the additional reactor (K2ated
between Switchgear bus-1A and bus-1B can also l

PEA

effectively reduce short circuit current and inGea
healthy bus bar number from 24% to 62% as full
possible connected load operating presented in &ig.
Case A-C. Therefore, X2 location is still the blesation

to lower the prospective short circuit current ase we
use CLR as the fault current reduction device. doee,

in all cases of CLR, load flow simulations usinguien-
Raphson method are carried out in order to cheek th
system bus voltage drops and losses. The simulation
shows that, with an additional reactor at a tinmes t
voltage drops at all buses are still in allowalitaitl

Lastly, system losses were also evaluated and shown
Figs. 9 and 10 below.

H11.4k\{ SWITCHGEAR 1A, 40kA H11.4kV SWITCHGEAR 1B, 40kA

OTR#3

400V sWGRloLve-2

Fig.11. Installation diagram of FCL (11, 12 and I3).
where:
X1 = Existing reactor (between Bus-1B and Bus-2)
11 = New FCL#1 (between Bus-1A and Bus-1B)
12 = New FCL#2 (located in series with H111)
I3 = New FCL#3 (between Bus-2 and OTR#3)
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Ideal (Full) Operating Loadswith FCL

In case of ideal (full) operating loads, the shartuit
simulation results are summarized in Fig.12.

interrupting
capacity
{)

Over 86%

interrupting
capacity Under

38% i i
Imcea:;':\?:tilt;g B) Actual operating load with existing reactor, Hdd2

62% Over interrupting 14%Under interrupting 88%

A) ldeal operating load with existing reactor afd |
Over interrupting 38%Under interrupting 62%

interrupting
capacity
89%

Over
interrupting
capacity
24%

C) Actual operating load with existing reactor, I2and 13
Over interrupting 10%Under interrupting 90%

Fig.13. Actual Load Short Circuit Summary: FCL(s)

Under
interrupting

capacity
76%

It is obvious that the most effective scenario hs t

B) Ideal operating load with existing reactor, |Hd# combined installation of FCL at 11 (one betweenliis
Over interrupting 24%Under interrupting 76% and bus1B) and I2 (one in front of lower 11.4 k\Vspu
locations.

5. COST COMPARISON

Obviously, all simulation results return the bexstation

of FCL and CLR at the one located between Switchgea
1A and 1B. Therefore, estimated investment comparis
between those two fault-current reduction techrsgise
tabulated in table 1 as follows.

Over
interrupting
capacity

21%

Under
interrupting

capacity
79%

Table 1. Fault-current reductions of FCL and CLR

C) Ideal operating load with existing reactor, A ahd I3
Over interrupting 21%Under interrupting 79% Additional protective ECL CLR

devices (including

spare parts)

Fig. 12. Full load short circuit summary: FCL(S).

Estimated total capital co

st
(THB) 20,000,000 12,000,000

Actual Operating Load Case with FCL

In actual operating load case, the short circaitusation Cost of additional annual

results are summarized in Fig. 13. system active power losses " 328,320.00
(THB)
Over interrupting rating
before X2 (%) 76.00 76.00
. OVETA - - -
L — Over interrupting rating after .o 38.00

38% interrupting X2 (%)
capacity
62%

Cost of additional annual system active power (kW)
losses caused by insertion of reactor X2 (the onatéd
between Switchgear 1A and 1B) are shown in the taidd
A) Actual operating load with existing reactor atid column above. The system loads are assumed to be

Over interrupting 38%Under interrupting 62% constant throughout the whole operation period 608
hours per annum with average 2 THB/kWh unit charge.
For FCL, the operation and maintenance (O&M) cost i
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particular of spare parts might play an importaatt pf
capital investment.

6. SUMMARY

Although there are many measures to reduce thé faul
level in the system but the most applicable tealscfor

the chosen SPP case are limited to those of Curren[tlo]

Limiting Reactor (CLR) and Fault Current LimiterGE)
applications. CLR is suitable for the system havimy
limited installation space and in case life cyclestc
contributed from kW losses is not seriously taketo i
account. On the other hand, FCL requiring less espac
seems to be one appropriate alternative when sie isf
kW losses and voltage drop are of serious condern.
addition, the combination of those two techniquas c
also be used in order to meet the overall faulellev
reduction target. In such a study case, even wiittieg
reactor (X1), the percentage of equipment facimgubh
fault current above their interrupting capacities more
than 66%. With the new reactor (X2) or addition@lLF
(11) connected between 11.4kV bus 1A and bus 18, th
aforesaid percentage can be improved to 38%. Terlow
the over-interrupting percentage even more, additio
CLRs or FCLs can be put into other parts of theesys
Nevertheless, the careful consideration of systessds
and voltage drops are needed in the CLR application
whereas the investment cost and spare parts aredjos
concern for the FCL one. The protection coordimatio
aspect and the absence of relevant internatioaatiatds

are also the limit of using FCL application. Lastbfl
relevant factors shall be carefully traded off inaf
decision making.

This study can be used as a guideline for engineers
who are responsible for the small scale power plant
operation and planning. The authors do hope tlisctn
be the foundation of further study in the related o
similar topics.
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ic an R"’e . . A .
) 3 A Fuzzy Multi-Attribute Decision Making Approach for
s 5 % Multi-Objective Thermal Power Dispatch
}"’r% Saksorn Chalermchaiarbha and Weerakorn Ongsakul
a,9

Abstract— This paper proposes a fuzzy multi-attribute deaisiaking approach for solving multi-objective thatm
power dispatch problem. The fuzzy multi-attribdéeision considering the maximum of minimum merhi@fanction
value of each non-dominated solution could welti&raff the contradicting objective functions cotisgs of fuel cost,
NOy, SQ and CQ emission. The weighting aggregation method is eyagl to generate the non-dominated Newton-
Raphson based solutions. Test results on 3 anchérgtng systems indicate that the obtained besitnap solution
having more compromise characteristics than thesoderived from fuzzy cardinal priority ranking nalized
approach (FCPRN) and technique for order preferebgaimilarity to ideal solution (TOPSIS) when takiaccount of
percentage total deviation from the ideal solutaawell as fulfilling preferred zones condition.

Keywords— Best Compromise Solution, Fuzzy Multi Attribute Decision Making, Membership Function, Non-Dominated
Solutions.

multi-objective  problem, for example, are goal
1. INTRODUCTION programming, the, thee-constraint method, and
weighting method, etc [7].
For goal programming, the decision maker has to
assign targets or goals that wish to achieve fahea
e objective. These values are included in the probésm
pollutant emission level caused by the.”T‘a' powantsl additional constraints. The objective function thems
IS not allowed to exceed the quantities |mpos§d_ byto minimize the absolute deviation from the tardetthe
environmental laws. In  generating electricity,

combustion of fossil fuel emits several gaseousutait objectives
) . 9 The e-constraint method is based on optimization of
into atmosphere such as nitrogen oxides ,(NGsulfur S : L
o o the most preferred objective while considering ditteer

dioxide (SQ) and carbon dioxide (Cf2 As a result, the I .

: . : objectives as constraint bounded by some allowable
allocation of power generation to different therrmpaiver level Such level ltered t te th
units is to minimize both operating cost and pelhit deve_s et).d U(I: " evels are aitered to generate the non-
emission level subject to diverse equality and iradity ominated solutions.

; ; The weighting method uses the concept of combing
constraints of the system such as covering powad lo . L i
demand and loss, generating capacities, etc [1]_[5]d|ﬁerent objectives through the weighted sum méttem

Multi-objectives formulation is then implemented to convert _the multi-objective problem into single&mjve .
solve for the optimal strategy for electric power one. This method generates the non-dominated spluti

generation. The main problem of multi-objective by varying the weight combination.

optimization, however, is that such objectives raastly InI ‘?dd't'on’ Ithe _t?eta-hegnstlc appr?aﬁ:_hes, sut_;h as
contradicting one another, where improvements ia on evolutionary algorithms and swarm Intefiigence, ars

objective may lead to an exacerbation in another""lter.n":‘tive o aforeme_ntioned_ techniques._ A non-
objective. Trade-off, therefore, exists between hsuc dominated sorting genetic aIgonthr_n (NSGA) is l.mad
conflicting objectives. Consequently, there are erthian solve fo_r er_1V|r0nmenta_I/_econom|<_: power dlsp_atch
one optimal solution for multi-objective problem iaih (EED). L"“?"".'Sea a mOd'f.'ed multi-objective partacl_
is different to the single objective one. Identifyia set swarm  optimization algonthm (MOPSO) angl multi-
of feasible solutions is therefore important fore th objective evolutionary - algorithm (MOEA) 'is also
decision maker to select a compromise squtionpreSenteOI to handle _th.e EED problem .[2]'[5]'
satisfying the objectives as best possible. Sutltisns Importantly, whatever optimization methods are &gpl

are referred to as non-dominated solutions [6]-[7]. to pde“C? the feasible solutions, finally, the‘-'e?"”f?p'y
one solution chosen as the best that maximizes the

satisfaction of all objectives to decision makdr [7

A way that is widely used to extract the best optim
solution in several papers pertaining to electricver
generation planning is a fuzzy cardinal priorianking

Saksorn Chalermchaiarbha (corresponding authowjitts Power .
Economics Department, Metropolitan Electricity Aotity, 121 normalized approach (FCPRN) [2]' [3]' [5]’ [8]'[9]'

Chakpetch Road, Pra Nakorn District, Bangkok, Tral E-mail: In this paper, a fUZ_Zy multi-attribute decision "m'@j(
saksornarbha@yahoo.com _ ' (FMADM) approach is proposed to be an alternative
Weerakorn Ongsakul is with the Energy field of stud\sian decision process for extracting the best compromise

Institute of Technology, P.O. Box 4, Klong Luangtt®fumthani 12120, . it .
Thailnad. Emaibngsakul@ait.ac.th solution of multi-objective thermal power dispatch

The optimal economic load dispatch in electric powe
systems has currently gained increasing importaime
not only the generation cost keeps on increasinglso

Traditional techniques which are used for solving

81
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problem. The Newton-Raphson algorithm is utilized,

optimization process, to produce the non-dominated

wheredy , &5, fg are the C@emission coefficients.

solutions through weighting aggregation method.t Tes 2.3 Equality and Inequality Constraints

results are demonstrated on 3 and 6 generatingregst

The total power generation must cover the totaHdloa

The best compromise solution obtained is compased t yomand and real power loss in the transmissioresyst

the ones derived from FCPRN approach as well as anq,

approach that use the technique for order preferdéxyc
similarity to ideal solution (TOPSIS) [4] in tern

percentage total deviation from the ideal (minimum)

solution including checking preferred zones condii

2. PROBLEM FORMULATION

In this section, the multi-objective problem of rimal

power dispatch with equality and inequality corstisa
are described. The important objectives considérye
are operating fuel cost, NGmission, S@emission and

CO, emission. These objectives are competing one

another owing to contradiction characteristics.
2.1 Fudl Cost

The first objective function to be minimized is ttaal
fuel cost for thermal generating units in the systehich
can be approximately modeled by a quadratic funatio
generator power outpu® [10], [11]

R = Nf(aipiz“LQPi +Cp) (1)
i=1

where

8, b, ¢ are the fuel cost coefficients.
NG is the total number of generating units.

2.2 Gaseous Pollutant Emission

the fixed network configuration, the equality
constraint is represented by the power balancetiequa
stated as:

NG
XR=R+R (5)
i=1
wherePp andP, is total load demand and transmission

loss, respectively.

The power output limit are imposed as

P <R <R™,i=1,23,. NG (6)

2.4 Transmission Loss

One common practice for calculating the effect of
transmission losses is to express the total tragssom
loss as a quadratic function of the generator power
outputs. The simplest quadratic form is [11]:

NGNG
P= lelpi B; P; (7)
i=1j=

The coefficientsB; are called loss coefficients or B-

coefficients and assumed constant.

Thus, the problem formulation is to minimize all
objective functions simultaneously, while satistyinoth
equality and inequality constraints which can be

As thermal power plant uses fossil fuel for power expressed as follows:

generation, it therefore releases the pollutingegdsato

atmosphere. The most important emission considered
the
environment are N SG, and CQ. These emissions can
be approximately modeled through a quadratic foncti

gernerating electric power that effects on

in terms of active power generation [10].
The NQ, emission objective can be defined as
NG
Fp =2 (diR* +e&;R +fy) )

i=1

where

dy;. g;, fy are the NQemission coefficients.
NG is the total number of generating units.

In a similar fashion, S©and CQ emission objectives
can be defined below:

NG
Fy= 2.(dzR* +eiR +15) ®)

i=1
whered,;, e, f, are the S@emission coefficients.

Fy= ’\f(dSi R?+e5R +fy) (4)
i=1

82

Minimize [F,, F,, s, F,]" (8)
subject to

NG

> R=R+R ©)

i=1

Rmin < R < Rmax (10)
whereFy, F,, F3, andF, are the objective functions to be

minimized over the set of admissible decision (a&a
P.

3. METHODOLOGY
3.1 Optimization Method.

The weighting aggregation method is employed to
generate the non-dominated solutions through Newton
Raphson algorithm. This method defines an aggregate
objective function as a weighted sum of the obyedti
Hence, the multi-objective optimization problem is
redefined as [6], [7]:
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. . m

Minimize ]Z:;le F(R) (11)

subject to

NG

2R=R+R 12)

i=1

Pimin <P < Rmax (]_3)
m

2w =1, w; 20, (14)

wherew; are the weighting coefficients. In this study, the
value of weighting coefficients vary in the randeédo 1

in steps of 0.1 and the weight of fuel cost, is not
allowed to be zero except in the case of determitiie
minimum value of other objectives i.E,;, F3, andF,; m

is the total number of objectives.

To solve the scalar optimization problem, the
Lagrangian function is defined as

ua@:fmﬁ+{%+a—%ﬂ (15)
j=1 i=1

where A is Lagrangian multiplier anch is the number of
objective functions.

The necessary conditions to
unconstrained Lagrangian function are:

minimize the

‘l-:o and %:0

16
R a (16)

To implement the Newton-Raphson method, the
following equation is solved iteratively until hag no
further improvement in decision variables.

Endienl PN
O O | A4 -0,

The steps for Newton-Raphson algorithm to produce
the admissible solutions can be explained beloy [10

17

Newton-Raphson Algorithm

1. Read data, viz. cost coefficients, emission
coefficients andB-coefficients, demand, Error
(convergence tolerance) and ITMAX (maximum
allowed iterations)M (number of objectives), NG
(number of generators) and (number of non-
dominated solutions).

Set iteration for non-dominated solutioks; 1.

If (k= K) GOTO step 15

Feed weights combinatiow, :j = 1, 2, ....m
Compute the initial value o® (i =1, 2, ..., NG)

Sl

H:”;h . (=1,2,3, ..., NG) (18)
P+ Y
+ L
FP=tLY (19)
T
i=128;

Assume that no generator has been fixed either at
lower limit or at upper limit at this step.

6. Set iteration counter, IT = 1.

7. Compute Hessian and Jacobian matrix elements
in Eqg.(17). Deactivate row and column of
Hessian matrix and row of Jacobian matrix
representing the generator whose generation is
fixed either at lower limit or upper limit in order
that those fixed generators cannot participate in
allocation.

8. Find AR (i =1, 2, ...,R) and A4 using Gauss

elimination method. Here, R is the number of
generators that can participate in allocation.

9. Moadify control variables,

R =P + AP i=1,2,..R

A=A+

10. Update old control variable values with new
values.

R=R™ (=12 ..R),

A=A"" and GOTO Step 8 and repeat.

11. Check the inequality constraint of generators
from the following conditions.

If PI < Pimin thenPi — Pimin
If R > Hmax thenR - Rmax

12. Check convergence tolerance condition from

[S@RY + @) <e
i=1

If convergence condition is satisfied or #TTMAX
then GOTO Step 13 otherwise update iteration
counter, IT =1T+1 and GOTO Step 7.

13. Record the obtained non-dominated solution.
Compute F; (=1, 2, ..., n) and transmission
loss.

14. Increment count of non-dominated solutidns,
k+1 and GOTO step 3.

15. Stop.

3.2 Membership Function

_ Optimization of multi-objective problem vyields at s&#
and R can be calculated using the Eq. (18) and hon_dominated solutions. However, only one solution
(19). would finally be selected as the best that wellésaoff
the all conflicting objectives.

andA by assuming tha® = 0. The value oh
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Typically, it is natural to assume that decisionkera U (%) exponentially by the respectivg. The
may have fuzzy or imprecise goals for each objectiv "
function. The membership function based upon fuzzy resulting fuzzy sets arg; (%)
sets theory, therefore, are introduced to represiemt 4. Determine the value of attainment in all

goals of each objective function. The membership
function value describes the degree of minimum &alu
attainment of each objective function using valfresn K ()"
0 to 1. The membership value of zero indicates

incompatibility with the sets, while one means ctetg

objectives of solutionx; via intersection of all

compatibility. Thus, the membership function istrictly D(x) = £4(%)™ n (%)™ n .o py (%)™ (22)
momotonic decreasing and continuous function wisch
defined as [12]: 5. The best optimal solutionD(x') , is defined as
in that achieving the largest degree of membership
L o Fish in D(x).
F_max -E. )
/uj - J J : ijln < Fj < ijax (20)

max _ — min

D(X') = max{D(x)|i =12,...,r} (23)
0 : Fj 2 F™
Where 4;is membership function of objectiv&; and 3.4 Evaluation of Optimal Solution using Fuzzy

ijin’ijaX are minimum and maximum values of th Cardinal Priority Ranking Normalized Approach

For this approach, the accomplishment of each non-
dominated solution is considered with respect ltthaln
3.3 Evaluation of Optimal Solution using the Proposed non-dominated  solutions by normalizing its
Fuzzy Multi-attribute Decision Making Approach accomplishment in all objectives over the sum df th
accomplishments ofn non-dominated solutions as
follows [2], [3], [5], [8]-[9]:

th objective, respectively.

The proposed FMADM approach is utilized to elitiet
best compromise solution out of a set of non-dotetha

ones. The concept of FMADM approach can be m
described as follows. [13]-[16]. 2. 45(%)
Let X={x,..., %} be a set of optimal solutions. The Hs (%) = (24)
importance (weight) of thpth objective is expressed by > 2 H (%)
i=1j=1

w;. The attainment of objectivé; with respect tOiji”
by solution x is expressed by the degree of where p5(%) represents the normalized fuzzy
membershipy; (x)™" . membership function of the théth solution. The

The procedure for determining the objective weights Solution that attains  the *maximum membership
and the best optimal solution can be describedabelo constitutes the best oneyz(x), owing to having

1. Establish by pair-wise comparison the relative Nighest cardinal priority ranking. Hence, the bgstimal
importanceg; , of the fuzzy objectives amongst solution is obtained from

themselves. Arrange the; in a matrix M. /JS(X*) =max{ 5 ()i =12,...,n} (25)

_ _ 3.5 Evaluation of Optimal Solution through Technique
Qoo o for Order Preference by Similarity to Ideal Solution
a4 O (TOPSIS)

a
Fi 1) The concept of TOPSIS is that the most preferred

solution should have the shortest distance from the

positive ideal solution and, in the meantime, disve

the longest distance from the negative ideal smhuti

m m

o - [4],[17]. | _

L . The entropy measure of importance is used to score
) ) ) the contrast intensity of thieth objective. Specifically,

2. Determine consistent weightsy for each  he |arger entropy is, the less information is sraitted

objective  through approximated — Saaty's py the j-th objective leading to being removed from
eigenvector method by normalizing the f;ther consideration.

geometr_ic mean in _each row. Thus, the |t R={Ry| i=1, ..., n; j=1, ..., m} be performance
summation of all weights is equal t@,  (ating matrix of thei-th solution with respect to theth
gw- =m objective where each element represents the degfees
= closeness ofy; to F/™ .

3. Weight the degrees of objective attainment,
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Rui R Rim
R= Ry1 Ry Rom (26)
Ru R Rm

Then, normalizing the performance rating matrix in
Eq.(26) for each objective as

Ri
Ry

Pj = (@7)

Ms

k=1

The contrast intensity of theth objective can now be
measured to consider the amount of decision inftoma
contained in and transmitted by the objective byanse
of Shannon’s entropy measure, | which is defined as.

1 n
A | " 28
€ n nElp“ n p; (28)
Thus, a total entropy is
E=Ye (29)

1

The objective Weight,Ij ), therefore, is given by

I 1

o= (30)

AL-¢)

The normalized performance rating element in EQ.(27
is now weighted as

i =jj poi=1,2,..mi=1,2,...,n (31)

The next step is to find the set of positive ideal

solution (A") and negative ideal solution&” ) which
are defined by

A" = (MaXGy), MaX ), -orMAX Vi) = (V3 .01V
(32)

A = (min(v;y),min(vi,),....miNWiy)) = (4 Yz ,....V) (33)

Hence, the distance of each solution from the pesit
ideal solution is given as

= (34)

= g(Vi}r -v;)?

di+

Likewise, the distance of each solution from the
negative ideal solution is given as

S -vp)?

=1

d = (35)

The relative closeness to the positive ideal sofutf

thei-th solution is defined as

6=—9 _ (36)
The most preferred solution is the solution hawime
highestc; value.

3.6 Comparing FMADM Approach to FCPRN

Approach and TOPSI S Approach

The objective of comparing the proposed FMADM
approach to FCPRN approach and TOPSIS approach is
to demonstrate that the best optimal solution olethi
from the proposed FMADM approach having more
compromise characteristics than both FCPRN and
TOPSIS approach in terms of both percentage total
deviation from the ideal solution and fulfilling eh
preferred zones condition.

As the ideal solution that one wishes to attaiminti-
objective problem is the solution consisting of imam
value in all objectives, therefore, it can be repreed as
fpideal ={F1mi“,F2m‘”,...,FnTi“} when let F'%2 pe a set of
the ideal solution. Such a solution, however,
impossible one due to all objectives having cotifig
characteristics one another. Nonetheless, theranis
attempt to elicit the best optimal solution whichashthe
values in the vicinity of the minimum in all objeas as
best possible

Accordingly, two measures below are utilized to
compare the solution qualities obtained from FMADM,
FCPRN and TOPSIS approach.

3.6.1 Percentage Total Deviation from the Ideal
Solution (&) . This measure uses the concept of

Euclidean distance between two points rin
dimensions. Hence, the percentage total
deviation between the chosen optimal solution
and the ideal solution can be defined as.

is

& =100* (37)

where

Fj* is the optimal value of objectivg of the chosen

solution.

F,™"is the minimum value of objectivg

m is the number of objectives.
3.6.2 Preferred Zones ConditiorPZ;) Here is the

condition to check whether the objective values
of the obtained solution is in the preferred zones
by vetting from

F_max+ F_min .
sz:[' 5 j ]—szo (38)

Specifically, this condition help check whether the
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chosen solution has a well-balanced characteristied
objectives. Only the criterion of percentage total
deviation from the ideal solutidig;)is not enough to

indicate that the solution with lower value &f is the

Ongsakul / GMSARNat®nal Journal 3 (2009) 81 - 90

F, = 0.14005%7, - 29.9522F,, + 3824770

Fs = 0.10592%7% — 9.552794,; +1342851

better one since certain objectives may have thelhe B-Coefficients (MW

dominant tendency towards the minimum value whereas

the others probably rather away from the theipeetve
minimum. As a result, it would be more favorablewwh

all objectives of the chosen solution is in thefemed
zones. In other words, they all have a good tendenc
towards the minimum value. The term in the bracket
Eq.(38) is referred to as threshold value.

4. NUMERICAL RESULTS

In this section, two numerical examples are proditte
demonstrate the main features of the proposed appro

13625510 1.75310° 183944074
B; =| 1754407° 15448d40°* 282765107
18394104 2.8276540% 16147103

Power output constraint
50< B < 250MW

5< P, <150MW

15< P, <100MW

The simulation program of the proposed approach is The load demand K0 MW

written in MATLAB and run on 1.6 GHz Pentium M
processor with 512 MB of RAM.

In this study, all objective functions are assunted
have an equal importance. That meansyvplbf Eq.(22)

Table 1. Comparison of the Best Compromise Solution
derived from FMADM , FCPRN and TOPSIS Approach (3
Generators, 4 Objectives)

having the value of one in order that the obtairesiilts
are compared basing upon the same underlyin

hypotheses as above-mentioned FCPRN and TOPSrs

approach. Also, it should be noted that such weight
combinations do not involve the weight used in Efj)(
since those weight combinations are simply empldged
produce the different non-dominated solutions. They
therefore, do not involve in decision making for

extracting the best optimal solution. The input
information for the first test system is given belo

Test System 1: Three Generatorswith Four Objectives

Fuel Cost Characteristics of Thermal Plants($/h)

F,, = 525x10°P? + 8.662% + 328125
F., = 6.085x10°P7 +10.040F, +1369125

Fi3 = 5.9155A07°P7 + 9.7606R, +59.155

NOx Emission Characteristics of Thermal Plants (kg/h)
Fop = 0.0063233921 -0.3812&,;, +80.9019

Fp, = 0006482 — 0.79027,, + 28,8249

Fps = 0.003174% —1.3606 P + 3241775

SO, Emission Characteristics of Thermal Plants (kg/h)

Fa; = 00012067 + 505928, +51.3778

Approach F1 F2 F3 F4
Value | 2,450.84392.09|1,637.925,286.81
FCPRN |PZ + - + +
Weight| 0.3 0.3 0.4 0.0
Value |2,657.82 302.26|1,706.41| 6,637.65
TOPSIS |PZ - + - -
Weight| 0.0 1.0 0.0 0.0
Value | 2,487.43369.18| 1,635.50 5,556.68
FMADM |PZ + + + +
Weight| 0.2 0.4 0.4 0.0
Value | 2,509.35343.46|1,674.95 5,642.26
MDS |PZ + + - +
Weight| 0.3 0.7 0.0 0.0
Minimum Value | 2,393.91302.26 1,604.01 5,183.75
Maximum Value | 2,657.82475.01 1,706.73 6,637.76
Threshold Value| 2,525.87388.64 1,655.37 5,910.76

Fs, = 0.002320%, + 3.84624,, +1822605

Fa3 = 0.001284% + 4.45647P,; + 5085207

CO, Emission Characteristics of Thermal Plants (kg/h)
Fy = 0.26511(sz1 -610194%, +5080148
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The 224 non-dominated solutions are produced
considering all the objectives concurrently throftd
different weight combinations using Newton-Raphson
algorithm. The running time for eliciting the best
compromise solution from the proposed FMADM
approach takes 872.30 s.

Table 1 illustrates the comparison of the best
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compromise solutions obtained from the FMADM, its minimum as nearest as possible. From calcigjdtie
FCPRN and TOPSIS approach in terms of objectivevalue of relative closeness to the positive idedliton
value including checking the preferred zones caoit (¢ ) using Eq.(36), the solution that produces thénxg
The percentage total deviation from the minimunthef
solution obtained from FMADM, FCPRN and TOPSIS
approach are shown in Table 2.

As seen from Table 1, the FMADM approach is the
only one approach which is satisfied with preferred
zones condition since alPZ; have positive sign. That

¢ is the solution yielding the minimum value of

objective F2 thereby making the percentage total
deviation of objective F2 zero.

Importantly, it should be noticed that the bestiropt
solution obtained from TOPSIS approach is the one
which also provides the maximum value of objectile
means the obtained solution having a good balancén the meantime, the value of both objective F3 BAds
towards the minimum in all objectives. approaching their respective maximum. Hence, it is

Minimum deviation solution (MDS) shown in Table 1 considered as an extreme solution thereby making it

is the solution yielding the lowest percentage Itota rather difficult to be chosen in real-world apptioa.
deviation from the ideal solution which can be sé&en . _ -
Table 2. It is noted that despite MDS having thedst 1€t System 2: Six Generators with Three Objectives

percentage total deviation, it still have certabjeatives  The information for the second test system is given
having the value higher than the threshold valoeather below.

words, some objectives of MDS have the values éurth o
away from the ideal solution than the best optimal Fuel Cost Characteristics of Thermal Plants($/h)

solution derived from FMADM approach. Fy = 0_00203%21 +8.4320F,, +85.6348

Table 2. Percentage Total Deviation from the Ideal

Solution (3 Generators, 4 Objectives) Fip = 0-0038663;2 +6.4103F,;, +3037780
Approach| Deviation from the Ideal Total Fi3 = 0.002187;; +7.4289(P,; +847.1484
Value (%) Deviation

— 2
%) Fi4 = 0.00134%7, +8.30154,, + 2742241
F1 | F2 | F3 | F4

Fis = 0.00218P% + 7.4289(P,5 +847.1484
FCPRN | 2.38 20.72| 2.11] 1.99| 29.96

F, = 0.00596P2 + 6.9155%, ¢ + 2020258
TOPSIS| 11.02 0.00| 6.38| 28.05 30.80 9 9

EMADM 301 2214 196 719 2369 NOx Emission Characteristics of Thermal Plants (kg/h)

F,, = 0.0063232 - 0.38128,; +80.9019
MDS 4.82 13.63 4.42| 8.85 17.52

Foo = 0.0064833922 -0.790277,, +288249
As seen from Table 2, the FMADM approach yields

the solution having percentage total deviation frihm@ Fos= 0.0031749923 —13606F,; +3241775
ideal solution lower than both FCPRN and TOPSIS

approach. Also, it should be noted that TOPSIS @qugir F,, = 0.00673P2, - 2.39928, , + 6102535
does not yield the lowest percentage total deviatio g o

despite the fact that it uses the concept of sapthe Fps = 0.00317@;5 ~1.3606B, +3241775

solution which has the shortest distance from thgtjye
ideal solution, meanwhile, also has the longedadee
from the negative ideal solution. This is because t

weight of second objectiveAg), for decision making s, Emission Characteristics of Thermal Plants (kg/h)
according to Eq.(30), has the value much highem tha
others especially when comparedApand A; as shown
below

F,g = 0.00618P% — 0.3907 P, +50.3808

Fs, = 0.001206%3 + 5.05928P,; +51.3778

Fs, = 0.002320P%, + 3.84624P,, +1822605

A, =0.035891 A, =0.636456
N N Fas = 0.00128487% + 4456475 + 5085207

A;=0.011373 1, =0.316280

- o o Fa4 = 0.00081%7, +4.9764F,, +1653433
This is resulted from objective F2 having high cast

intensity when compared to the objective F1 and F3
TOPSIS’s mechanism for selecting the most preferred

solution, therefore, boils down to attempting tiwiethe

solution which has the value of objective F2 apphirag

Fss = 0.0012848% + 4.45647P,5 + 5085207

Fas = 0.003578% + 414938, +1212133
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The B-Coefficients (MW

(20 1 15 05 0 -3]

1 30 -2 01 12 1

15 -2 10 -1 1 08 5
By = x10

05 01 -1 15 06 5

0 12 1 06 25 2

-3 1 08 5 2 21

Power output constraint

90< P, £350MW
100< P, < 500MW
200< P, < 800MW
100< P, < 500MW
150< R, < 600MW
100< P, < 500MW
The load demand is 1800 MW.

The different 58 weight combinations are used to
generate the 58 non-dominated solutions. The rgnnin
time for this test system takes 676.52 s to detieebest
compromise solution from the proposed approach.

Table 3. Comparison of the Best Compromise Solution

The comparison of objective value and checking the
preferred zones condition of the best optimal $wmiut
obtained from the FMADM, FCPRN and TOPSIS
approach are given in Table 3. Percentage totahtlen
from the ideal solution is shown in Table 4. It dam
seen in Table 3 that both the FMADM and FCPRN
approach vyields all objective values satisfied with
preferred zones condition due to BE; having positive
sign. On the contrary, TOPSIS and MDS approach has
certain objectives unsatisfied with the preferremhes
condition which is likewise the above result inttes

system 1.

Table 4. Percentage Total Deviation from the Ideal
Solution (6 Generators, 3 Objectives)

Deviation from the Ideal Total
Approach Value (%) Deviation
F1 F2 F3 (%)
FCPRN 0.13 4.59 0.12 4.60
TOPSIS 1.23 0.00 1.19 1.71
FMADM 0.31 2.52 0.29 2.55
MDS 0.75 0.47 0.73 1.14

Given the percentage total deviation, FCPRN apgroac

obtained from FMADM, FCPRN and TOPSIS Approach
(6 Generators, 3 Objectives)

Approach F1 F2 F3
Value | 18,745.90 2,165.21 11,236.45
FCPRN |PZ + + +
Weight 0.4 0.3 0.3
Value | 18,950.86 2,070.13 11,356.50
TOPSIS|PZ - + -
Weight 0.0 1.0 0.0
Value | 18,778.75 2,122.26 11,255.47
FMADM |PZ + + +
Weight 0.4 0.5 0.1
Value | 18,862.11 2,079.8311,304.31
MDS |PZ - + -
Weight 0.2 0.8 0.0
Minimum Value | 18,721.38 2,070.13 11,222.94
Maximum Value | 18,950.862,282.97|11,356.50
Threshold Value| 18,836.122,176.55 11,289.72
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still has the value higher than the proposed amproa
which is similar to the results of test system heT
percentage deviation value of objective F2 derifrech

TOPSIS approach is zero since the objectives Wejght
is much more dominant than the others, namgyly:
0.985941 whereasl, and A; is 0.007258 and 0.006801

respectively. Thus, both/Tland /T3 hardly effects

decision making. Consequently, the mechanism for
selecting the most preferred solution of TOPSIS
approach is an attempt to choose the solution
approaching F2 as closet as possible.

Incidentally, the percentage total deviation of BI®
approach becomes lower than the FMADM approach in
this test system as the obtained solution yields th
minimum value to the objective which has high casitr
intensity, F2, meanwhile the rest of objectivesihgv
low contrast intensity have been decreased.

In addition, it should also be observed that thet be
optimal solution obtained from the TOPSIS approach
gives the minimum value of objective F2, meanwhile,
also provides the maximum value for objective F&l an
F3. It is obvious that the consequence is likevilse
result in test system 1. Therefore, the solutiotaioled
from TOPSIS approach is regarded as an extreme
solution and is less compromise than the one dgrive
from the FMADM approach. In practical way, despite
the fact that the objectives for reducing environtak
effects is increasingly concerned, the operatire st
objective (F1), however, is still the important otiat
always have to be considered and can not be nedlect
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Thus, it is unfavorable to choose the best optimal load dispatch Electric Power Systems Researéh,
solution yielding the maximum operating fuel costso 1654-1664
since it is a key factor that determines viabildf a [4] Xuebin Li. (2009). Study of multi-objective
utility. Consequently, it would be more favorablesld optimization and multi-attribute decision making fo
the best optimal solution of multi-objective pratldave economic and environmental power dispatch.
well-balanced characteristics in all objectives dode Electric Power Systems Researd® (2009), 789—
their respective minimum. 795.

[5] Abido M.A. (2003). A novel multiobjective
5. CONCLUSION evolutionary algorithm for environmental/economic

power dispatch.Journal of Zhejiang University
Science6A(5), 420-427

Engelbrecht Andries P. (2005jyundamentals of
Computational Swarm IntelligenceéGreat Britain:
John Wiley & Sons, Ltd.

Coello Coello Carlos A. (2002).Evolutionary
Algorithms for Solving Multi-Objective Problems
New York: Kluwer Academic/Plenum Publishers.
Dhillon J.S., Parti S.C., Kothari D.P. (2001). Fuzz
decision making in multiobjective long-term

The proposed fuzzy multi-attribute decision making
approach was applied to help system operators cﬂextra[ ]
the best compromise solution out of a set of non-
dominated solutions of multi-objective thermal powe
dispatch problem. The obtained best compromisem
solution is compared to the ones derived from fuzzy
cardinal priority ranking normalized approach (FGBR

and the technique for order preference by simjlatdt [8]
ideal solution (TOPSIS) by means of two measures vi

percentage total deviation from the ideal solutamd scheduling of hydrothermal systenElectrical

preferred zones condition Power and Energy Systen2s}, 19-29.

Given the percentage total deviation from the ideal[9] Dhillon J.S., Parti S.C., Kothari D.P. (2002). Fuzz
solution, it is evident that the solution obtairfesim the decision making in stochastic multiobjective short-

FMADM approach is superior to the one derived form term  hydrothermal  scheduling. Proceedings
FCPRN approach. For TOPSIS approach, when the  Generation, Transmission & Distributioifpp. 191-

number of objectives has been increased, the waflue 200), vol. 149, no. 2.
percentage total deviation becomes larger, in the[10]Kothari D.P. & Dhillon (2004).Power System
meantime, also higher than the value obtained frioen Optimization New Delhi: Prentice-Hall of India

proposed approach. Moreover, the solution obtained  Private Limited.

from TOPSIS approach is considered an extreme[11]Hadi Saadat (2004).Power System Analysis.
solution since it has an inclination to produce the Singapore: The McGraw-Hill Companies.
minimum in an objective, meanwhile, they also yseld [12]Zimmermann, H.-J. (1991uzzy Set Theory and lts

the maximum or so for others. Application Boston: Kluwer Academic Publishers.
For preferred zones condition, it helps check the[l13]Zimmermann, H.-J. (1987)Fuzzy Set, Decision
quality of balance in all objectives towards theimium. Making, and Expert SystemsBoston: Kluwer

The simulation results demonstrate that the prapose  Academic Publishers.

FMADM approach is superior to TOPSIS approach. For[14]Saaty, Thomas L. (1980)he Analytic Hierarchy

the FCPRN approach, even it has fulfilled the ctodi Process. Planning, Priority Setting, Resource

in the case of the reducing the number of objective  Allocation New York: McGrw-Hill, Inc.

functions from four to three, however, its perceeta [15]Saaty, Thomas L. (1990)he Analytic Hierarchy

total deviation still has the value higher than the  Process Planning, Priority Setting, Resource

proposed approach. Allocation United States of America: RWS
Publications.

[16]Saaty, Thomas L. (1996Decision Making with
Dependence and Feedback. The Analytic Network
Process United States of America: RWS
Publicaions.

[171M. Zeleny (1982), Multiple Criteria Decision
Making, McGraw-Hill, New York.

Thus, taking these two measures into account
concurrently, the FMADM approach demonstrates ithat
can elicit the best optimal solution which has
characteristics more compromise and favorable ttsan
counterparts. The further research will be focuzedhe
effects of the best compromise solution obtainexnfr
FMADM, FCPRN and TOPSIS approach when each
objective has different important degree.
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5 3 Optimal Capacitor Placement in Unbalanced Loading
s Z Distribution System with Nonlinear Loads by Adaptive
3 lQ ) Particle Swarm Technique

O}"/r%alg S. Auchariyamet and S. Sirisumrannukul

Abstract— A capacitor placement problem in an unbalanced loading distribution system with the presence of nonlinear
loads is formulated in this paper. The objective function of the problem is to minimize the total annual cost comprising
the costs of energy loss, peak demand loss, and capacitor investment. This objective function is subjected to power flow
equations, bus voltage limits, voltage distortion constraint, and also maximum capacitor kVAr to be installed at each
bus. An adaptive particle swarm optimization (PSO) is proposed to search for an optimal or near-optimal solution. This
adaptive technique appropriately activates the last obtained solution to seek for better solutions when a fixed number of
iterations are reached or when no improvement solution is observed over the course of iterations. A radial distribution
system of Provincial Electricity Authority (PEA), Thailand, which consists of 28 buses and 19 load points with a two-
step load pattern, is studied to demonstrate the effectiveness of the proposed methodology. Test results indicate that the
obtained optimal solutions give a saving in the total cost while satisfying all the specified constraints. In addition, the
effects of unbalanced loading and nonlinearity of load on the optimal solutions are investigated. It is found that
increases of these two factors introduce more total loss in the network and more total capacitor KVAr required for
reactive power compensation, and therefore the saving in the total cost is decreased due to more investment cost for
capacitors.

Keywords— Capacitor placement, Nonlinear loads, Particle sarm optimization, Unbalanced distribution system.

capacitors introduce both series and parallel rason
1. INTRODUCTION frequencies to the networks. Due to the resonant

lectrical f | . e conditions, the total harmonic distortion can be
Electrical energy from power plants is transmit magnified greater than the permissible level. The

end-use customersoby transmission and_ distributio apacitor placement problem, therefore, should take
systems. Around 13% of power generated is CONSUMEq 3 monic constraint into account to assure that the

as power loss at the distribution levels [1]. Tewpr — ohqineq optimal solution does not result in anessbve
loss is determined as function of square of branchent harmonic distortion

which consists of real and reactive component. Ripo The practical aspects of distribution system should
of power loss in distribution systems, produced by 550 pe considered when the capacitor placement

reactive current, could be diminished by capacitor oroniem is formulated. The actual distribution feed
placement which is one of the most effective anefuls .. |nbalanced because of the existence of sifhgleep
methods. and two-phase line segments as well as the thraseph

W'_t(;‘ Zhunt cgpacnors, reactlc\j/e power lcompensaﬂorII unbalanced loads and the mutual coupling amongephas
provided to reduce power and energy loss, to régula ., ciors [2]. With wunbalanced conditions, the

bus voltages, to improve power quality, and to asée eneration and propagation of harmonics are more

fededers andd systgm cz;pacﬂy. The extentl (zt];;hes omplicated [3]. Furthermore, the inclusion of syst
advantages depends on how capacitors are pladee N npajances increases the dimension of the capacitor

distribution system. For this reason, it is necgs$e@  acement problem because all three phases hake to
solve capacitor placement problem to simultaneously,qsijered instead of the single phase balanced
determine the optimal locations, sizes, and typés orepresentation

capacitors. The capacitor placement problem is a zero-one
Special attention should be paid to capacitor pil@s# e ision with discrete step of standard capacitamkb

when nonlinear loads appear in the distributionys ;6 “each step of which has a different instaifatiost.
ovv_ing_ to widely used_power electronics-base deViceS_Such zero-one decision and discrete steps make the
This is because 00”"”3"” Ioadg behave as harmon'ﬁroblem as a nonlinear and non-differentiable mixed
current sources. Sizes and locations of shunt dapac integer optimization problem. In addition, the smnos
are significant factors that response to harmonide to be analyzed generally increase with the size of

combination of harmonic sources, system reactaame, distribution system. The capacitor placement probis

therefore, a hard and large-scale combinatoriablpro,

where most of conventional optimization tools fiitd
S. Auchariyamet (corresponding author) and S. @mannukul are difficult to search for the optimal solution.

with Department of Electrical Engineering, FacuifyEngineering, King One efficient method to solve the capacitor plaggme

Mongkut's  University of Technology North Bangkok, 51B, problem is particle swarm optimization (PSO). PSQ@i

Pibulsongkram Rd., Bangsue, Bangkok, 10800, ThailBhone: +66-81- ot ; ; ; ial adbo
930-0211; E-mails4910190042@kmutnb.ac.dndspss@kmutnb.ac.th heuristic search teChmque |nsp|red by social n
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in herd of animals (e.g. bird flocks or fish scrg)ollt
was first introduced in 1995 [4]. Many advance$BO
development extend its abilities to handle difficul
optimization problems in science and engineerialf§.
Key attractive advantages of PSO are its simpligity
concept and implementation, less computation tiamel,
inexpensive memory for computer resource.

The capacitor placement problem is a combinatorial

optimization problem

that features a multimodal

X, = set of buses for fixed and switched
type capacitor placement

k., k = investment cost for fixed and

cf ' 'CS
switched type capacitor
($/kVAr, Baht/kVAr )
Q]_cf ,st:s = fixed and switched type capacitor

installed at bug (kVAr)

landscape of locally optimal solutions scattering Power lossP,, in Equation (1) is the summation of
throughout the search space. In some cases where thosses from all branches in the system being censiti
globally optimal solutions are slightly differentofm
locally optimal solutions, the use of a conventioR&O
algorithm would get trapped at local optimums. Huos
reason, the conventional PSO algorithm requiresesom

Since branch loss is determined from loss in edcs®
of that branchP, , therefore, can be written as [5]:

variations to remedy this drawback. This paper ges P = i“kif R, (2
an adaptive PSO technique to seek for an optimal or k=1 '
near-optimal solution at some other regions instharch
space. The key of the approach is a modificationhen ~ where P, = power loss for load level (kW)
last obtained solution with the proper number of L — number of branches in the svstem
activations during the computational process. The B y_ _
effectiveness of the proposed methodology is ilatet [l ;] = three-phase rms current matrix in
by test results of an 85-bus distribution system. branchk for load leveli (A)

The objective function of capacitor placement peofl R,] = three-phase resistance matrix of

in unbalanced loading distribution system connedted
nonlinear loads is to minimize the total annualtcos
comprising the costs of energy loss, peak demassl lo
and capacitor investment. This objective functian i
subjected to power flow equations, bus voltage tmi
voltage distortion constraint, and number of disere
capacitors to be installed at each bus. A 28-bus
distribution system with a two-step load pattern of
Provincial Electricity Authority (PEA), Thailands iused

to investigate the effects of unbalanced loading an
nonlinearity of load on the optimal solutions.

2. PROBLEM FORMULATION

The objective function of the capacitor placement
problem is to minimize the total annual cost due to

branchk (ohm)

[1,,]Jand[R, ]in Equation (2) are expressed as:

nh | A.h 2
h=1| ki

mh | 8,2 (3)
h=1| ki

nh |C’h 2

h=1| ki

1=

koo Tk
R = [r2* 2 5 (4)

energy loss cost, peak power loss cost, and theWhere h — maximum harmonic order
investment cost of fixed and switched type capagitti n B _ _
can be stated as: ‘I lfh‘ = current magnitude of phagein
5|
branchk for load level at
nl .
min F Q ke TP+ KoPy harmonic ordeih
i:(l k, QM) +( Y keQ®) @ P = {AB,C}
+ S)+ )
j% «Qi 1%3 =Qj A BB cC = self resistance of conductor phas

where
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total cost ($, Baht)

number of load levels

cost of energy loss for load level
($/kWh, Baht/kwWh)

= time duration for load level (hr)

power loss for load leval (kW)

cost of peak power loss
($/kwW, Baht/kw)
= peak power loss (kW)

A, B, C of branchk (ohm)

= mutual coupling resistance between
phase conductor of brandéh (ohm)

The objective function is subjected to the follogvin
operational constraints.

* Three-phase power balance

fundamental frequency.
» Bus voltage and voltage distortion contraints:

equations  at
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2 h 2 Vit +D = w (1) +c r Oy, (1) — x4 O]
Vinin < \/T\/J’,)i’l‘ * Eileﬁ’h‘ < Vinax (5) ‘ ‘ . mA i ‘ (8)
+Cyl g OV (1) = x4 (1]
nh T‘/'p’h‘z N _
THD jp’i (%) = 100x h#1] Ji <THD (6) where x = position of particle

velocity of particle

pl
Mi ‘ v

w = inertia weight
where }\/jpi'l‘ = voltage magnitude in phage of c,.C, = positive acceleration constants
' busj for load leveli at ra'fog = uniformly distributed random valu
fundamental frequency in the range [0,1]
}\/_p_,h‘ = voltage magnitude in phase of y = personal best position
g busj for load leveli at y = global best position
harmonic ordeh [ = i" particle
nh = maximum harmonic order d — d™ dimension
Vi = minimum limit of bus voltage i - particlei in dimensiond
V ax = maximum limit of bus voltage N . N
THD iji — total harmonic distortion of voltage Position update is the last step. The new positibn

. . . each particle is calculated by [7]:
in phase at busj for load leveli

THD ax = maximum permissible limit for total Xgt+D) = x,@t)+v,(t+1) )
harmonic distortion of voltage

« Limitation of capacitor kVAr to be placed at each The step of velocity and position update is repkate
bus: and will terminate when a stopping criterion is jreety.
maximum number of iteration is reached or the chang
solution is smaller than the pre-specified toleeanc

0 < QY < Qb 7
4. THE PROPOSED ADAPTIVE PSO FOR
where Q]CI = Capacitor to be p|aced at kjus CAPACITOR PLACEMENT PROBLEM
for load leveli (kVAr) When a conventional PSO algorithm is applied taesol
Q¢ = maximum capacitor to be placed the capacitor placement p.roblem, each particle will
max at any bus (KVAT) represent the size of capacitor to be placed dt bas
for all load levels. Power flow is employed to adhte
3 THE CONVENTIONAL PSO ALGORITHMS bus voltages and power losses, while the total st

defined as a fitness value.
The PSO technique conducts the searching process Since the capacitor placement problem has
using a population of particles. Each particle espnts  multimodal of locally optimal solutions [8], if safions
a potential solution im -dimensional search space of during the iterative process of conventional PS® ar
the problem being considered. Particles changer theidetected no improvement, it may result from
positions, from current iteration to next iteratidtased  convergence to an optimal solution or from being

on theirvelocitie_s to locate agood_ optimum. Irrmgﬁs:llZ trapped at any local optimums. For the later case,
the implementation of a conventional PSO algorithm conventional PSO search algorithm should be tried t
consists of three main steps, namely, 1) genendtiali  seek for better solutions at some other regionthén

particle’s positions and velocities, 2) evaluattndss  search space. This could be done by activating the
value of each particle, and 3) update velocity andposition of particles (i.e., randomly generate wih
position of all particles [6]. uniform probability distribution) at the prespeeti
First, the positions and velocities of the inits&varm iteration instead of updating them by Equation (9).
of particles are randomly generated to allow all After activation, the process of position updatettie
particles randomly distributed across the sear@cep conventional PSO algorithm resumes as normal. i1 th
The fitness value of each particle is evaluatedh  work, the PSO algorithm combined with the activatio
second step to determine the best position of eaclyf particles is called adaptive PSO.
particle and also to reveal the particle that Heshiest The key point of the adaptive PSO technique is to
global fitness value in the current swarm. Nexg th identify the appropriate numbers of activation. Two
velocities of all particles are updated by using th methods are suggested as follows:
information from the current velocity, the bestigain
of each particle, and the best solution found keylibst
particle in swarm. The velocity update from iteoatit
to (t +1) can be expressed as [7]:

1) Activate the solution when a fixed number
iterations are reached.
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2) Activate the solution when no improvem
solution is observed over the course of iterations.

The numerical results from 300 independent
experimental runs with 10-, 15-, 23-, 34-, 69- &&dbus
systems indicate that when the proposed adapti@ iPS
implemented with the proper numbers of activatiin,
can introduce an improvement in optimal solutiorichh
results in the reduction of total cost about 5-10%
compared with that given by the conventional PSO.
However, there is a probability about 0.3 that this
technique will offer worse solutions compared wvilibse

700,000

600,000+
500,000+
400,000
300,000+
200,000+
100,000+

Total cost ($)

0

—

0

50 100 150 200 250
Iteration

300

without the activation. For this reason, the soluti
before activation should be stored and comparedl thvé
solution after the activation. The one with a bettgal
cost will be selected as the final solution.

To demonstrate the performance of the proposed

adaptive PSO, the test results of three cases &oen

experiment with an 85-bus system are presentedalibeT

1.
Table 1. Summary of test results from an 85-bus syain
Case A Case B Case C
Loss at light load (kW) 124.37, 104.39 92.13
Loss at medium load (kW) 154.21 146.12 146.54
Loss at peak load (kW) 261.43 254.21 252.23
Total capacitor (KVAr) 7,350 6,150 5,700
Peak power loss cost ($) 31,372 30,505 30,268
Energy loss cost ($) 70,668 65,619 63,979
Capacitor cost ($) 2,595 2,198 2,018
Total cost ($) 104,635 98,322 96,265
Reduction in total cost (%) - 6.03 7.99

The solution in case A is obtained from a convargio
PSO algorithm while the solutions in cases B andr€

calculated from the adaptive PSO. For case B, the

activation point, identified by method 1, is seftatation
150, whereas the activation points in case C afieate
by method 2; that is, if the total cost remainshamged
for 30 iterations, the solution will be activatetihe
convergence characteristics for the three casegiaee
in Figures 1 to 3.

700,000

600,000
# 500,000
2 400,000/
= 300,000-
S 200,000-

100,000

0 T T T T T
0 50 100 150 200 250

Iteration

300

Fig. 1. Convergence characteristic of total cost imn 85-bus
system obtained from Case A.
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Fig. 2. Convergence characteristic of total cost ian 85-bus
system obtained from Case B.

700,000
600,000+
500,000+
400,000
300,000+
200,000+
100,000+

0

Total cost ($)

150 200 250
lteration

0 50 100 300

Fig. 3. Convergence characteristic of total cost ian 85-bus
system obtained from Case C.

It can be seen from Table 1 that the proposegtad
PSO have lower total capacitor, peak power loss, cos
energy cost, capacitor cost, and total ctistFigure 1,
the solution of case A converges at iteration 160 &
total cost of $104,635. Case B, whose solution is
activated just only one time at iteration 150 agvehin
Figure 2, gives a total cost of $98,322. In casehg,
solution is activated three times at iterations,11G82,
and 212 as shown in Figure 3, gives a total cost of
$96,265. The total cost of cases B and C are abdut
and 8% lower than that of case A respectively.

The tests results of an 85-bus distribution system
demonstrate that with activation, better soluticare
found, indicating the effectiveness of the proposed
adaptive PSO. However, because the appropriate eumb
of activations for both methods cannot be deterthime
advance, experimental runs are still required Ibus i
worth doing so as there is a high possibility tdaab
improved solutions. Note that this proposed tealmmi@s
in many heuristic techniques, does not guarantee th
globally optimal solution,but at least this adaptive
strategy could be useful.

5. SOLUTION TECHNIQUE BY ADAPTIVE PSO

The adaptive PSO based approach takes the following
steps:

Step 1: Input the line and bus data of a distribu
system all operational constraints, the value
all the variables associated with Equation
and PSO parameters.

Generate an initial population of particles \
random positions and velocities. The dimen

Step 2:
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of each particle ism xnl, where m is the
number of buses in the system and is the
number of load levels.

Set iteration index= 0

For each particle, perform an AC thpbes:
distribution powe flow and harmonic power fic
to obtain a power losses, bus voltages, and
values for all the load levels.

Calculate the total cost of each particle u
Equation (1) and check all the constraints. If
of the constraints is violated, a pdty term it
added to the total cost. The calculated total
served as a fitness value of particle.

Compare the fitness value of each particle
the personal besfbest . If the fitness value
lower than Pbest , set this value as the curr
Pbest , and record the particle correspondin
this Pbest value.

Select the minimum value &best from all
particles to be the current global be&hest,
and record the particle corresponding to
Gbest value.

Check whether =t , wheret, is the activatio

point. If yes, all particles shoulie activated, «
else thevelocity and position of particles
updated by Equations (8) and (9).

If the maximum number of iteration is react
the particle associated with the curr@fiest is
the optimal solutionand then go to Step :
Otherwise, sett =t +1and return to Step 4.

From the optimal solution obtained in Step 9
types and sizes of capacitors to be placezhat
bus are identified.flthe sizes of capacitor for

load levels are different, then the caparcat thit
bus can be considered as switched type. O
other hand, if the sizes of capacitor are ider
for all load levels, the capacitor at this busxed
type. The capacitor size for each bus is defini
the maximum value of capacitor fourid any
load level at that bus.

Calculate energy loss cost, peak power loss
capacitor placement cost, the total cost, volt
and THD levels for all buses using the obta
optimal solution.

Step 12: Print out the results.

Step 3:
Step 4:

Step 5:

Step 6:

Step 7:

Step 8:

Step 9:

Step 10:

Step 11:

6. THREE-PHASE POWER FLOW AND
HARMONIC POWER FLOW

For an unbalanced distribution system, a power flow
algorithm with complete three-phase model is rezflito
determine power losses and bus voltages at fundamen
frequency. The technique in [9], based on the bacdw
forward sweep technique and tailored for radial

All bus voltages are then computed by iterativecpss
using BIBC matrix. The three-phase bus voltagehin t

k™ iteration of power flow calculation is stated by:

V% = [v,]-[BIBCT [Zz]BIBC]IIY (10)

where [V](k) vector of three-phase bus voltages

Vol = vector of three-phase voltage at the
slack bus
[BIBC] = threephasebus-injection to

branch-current matrix
= three-phase primitive
impedance matrix

(2]

[ = three-phase vector of load currents

[vI¥and demand load at every bus are used to
calculate[11**?, so that[v]**? in the next iteration can

be evaluated. This process is repeated until tiiereince
of bus voltages between a current iteration and the
previous one is smaller than the prespecified doiee.
Note that all vectors and matrices in Equation @®@)in
three-phase format; therefore, elementgvif, [v],

and [I1® are 1 subvectors and elements [p] and

[BIBC ]are 33 submatrices.

The harmonic power flow is performed under différen
harmonic orders to find harmonic voltages and haimo
losses. In this paper, harmonic power flow is based
the technique proposed in [10], where harmonicagals
are computed by:

V' = YT (11)
where [V.h] = vector of three-phase bus voltages at
I
harmonic ordeh for load leveli
= three-phase bus admittance matrix at
harmonic ordeh for load leveli

_ vector of three-phase harmonic current
at harmonic ordeh for load leveli

Y™

[

All the variables in Equation (11) are expanded to
three-phase format, so that elementwih] and [|ih] are

3x1 subvectors whereas elements [w']are 33

submatrices.

[Yih] is formulated from the feeder admittances of the
network, all load admittances, and all shunt capaci
admittances. The values of all the admittancewvaried

with harmonic order as defined in [10]. Nonlineaads
are treated as harmonic sources which inject haiamon

currents into the system. Elements[lilh] are, therefore,

distribution systems, is employed. This three-phasecalculated by:

power flow algorithm develops a “bus-injection to
branch-current matrix (BIBC)” based on the topotad)i
structure of distribution system to indicate the
relationship between load currents and branch otare

p —iOP
| ph o Play 710G

- P h(Vj’,)i’l) " (12)
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where | ph = injection current in phasp of busj Electricity Generating Authority of Thailand (EGAT)
N . :
for load leveli at harmonic ordeh PEA is not obliged to pay the cost of peak dgmand.
o _ ¥ i  load For PS_O parameters, th_e nur_nber of particles inrawar
P = nonlinear portion of loa and maximum number of iteration are 100 and 30@ Th
in phasep of bus | values of PSO acceleration constants are giverash2
PP = real power demand in pha PSO inertia weigh is Imearly d(_ecreasgd from 0.6.tbin
L(j\i) p. phage each iteration and the activation point for the piida
of busj for load level PSO technique is set at iteratidB0.
Qf(j y T reactive power demand in phage In order to examine the effects of unbalanced logdi

and nonlinearity of load on the optimal solution of
capacitor placement problem, 15 cases are invéstiga
VPhy* = conjugate of voltage in phage with different values of these two factors as shdwn
I Table 4. Case 1 represents the base case in which a
three phase loads are balanced and entirely lifear.
at fundamental frequency other case, for example in case 5, 5% unbalaneetirig
p = {A,B,C} means that the load of phase A is 5% higher thphate
B but lower than that in phase C by the same amount
= order of harmonic being considered  while 15% nonlinearity of load indicates 15% of the
loads are assumed to be nonlinear.

of busj for load leveli

of busj for load leveli

7. CASE STUDY )
Table 2. Load duration data

The distribution system of PEA, designated as Kalas :
Feeder 5, is used as the test system in this widik. Load level Load (p.u.) Duration (hr)
system has 28 buses and 19 load points. Its coafign, Off-peak 1.0 4,015
I[(ﬁ? data including feeder data are provided irufeigs Peak 12 4745

031

25[2] (©) Table 3. Operational constraints and cost data

Minimum voltage limit 0.95 p.u.
Maximum voltage limit 1.05 p.u.
Maximum THD limit 5%
- Busnumber Maximum capacitor for each bus 1,500 kVAr
s Y = Feeder length (km) Cost of energy loss (off-peak 1.1154 Baht/kWh
78 (A) = AAC185 Cable period)

= ACSRS50 Cable

Cost of energy loss (peak period) 2.9278 Baht/kWh
Cost of peak power loss -

Cost of fixed type capacitor 32,000 Baht/bank
Cost of switched type capacitor 43,200 Baht/bank
) Subdation Klasn Table 4. Fifteen cases
Fig. 4. Kalasin feeder 5 distribution system. Case| %UB %NL | Casg %UB YoNL
1 0 0 9 10 30
The base values for voltage and power are 2_2 kv _and 2 0 15 10 15 0
100 MVA. The power factor of all load points is 3 0 30 11 15 15
assumed as 0.85. The harmonic orders of interesbar
7,11, 13,17, 19, 23, and 25. It is assumed thypactors 4 5 0 12 15 30
are placed or replaced to each bus by discreteo$iz80 5 5 15 13 20 0
kVAr three-phase fixed capacitor or switched cagaci 6 5 30 14 20 15
bank. The reactive power from capacitors at eachifu 7 10 0 15 20 30
therefore, equally divided to install at each phiagehe 8 10 15

same amount.
A two-step load pattern, peak and off-peak peried, %UB = %Unbalanced loadingoNL = %Nonlinearity of load

given in Table 2. The off-peak duration is 11 hoanday

and the peak duration is 13 hours a day. The dpasdt

constraints and cost data are listed in Table 3e Nuat 8. RESULTS AND DISCUSSION

cost of peak power losk() is zero because from the 8.1 Results before capacitor placement

view point of PEA, who purchases electricity from At first, three-phase power flow and harmonic power
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flow algorithms are performed to obtain the budamés,

1.00

THD levels, and total losses of all cases befopacior
placement. Numerical results from case 15 (extreme _ 0.5
case) during peak period, as shown in Figures 56and 3 o o
indicate the effect of unbalanced loading and goso(f £ 5 3 2 & . 23 | . o
nonlinearity of load on voltage profile and THD wes £ BEES S 2223288428
of phases A, B, and C. As expected, the voltage and ~ 085 . S o
THD of each phase vary with its loading.

Before capacitor placement, the minimum voltage 0.80-

including maximum THD level found in any phase bf a
buses at any load levels, and total loss are grafti
summarized in Figures 7 to 9. It is found that ¢hare

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Case No.

15

Fig. 7. Minimum voltages found in all cases before

some bus voltages which are lower than the minimumCaPacitor placement.

voltage (0.95 p.u.) as shown in Figure 7 for afle=a It is
very interesting to note that with the same unhlagdn
loading, a greater nonlinearity of load result@ihigher

minimum voltage. The maximum voltages for all cases

are always at slack bus, so they are not showren t
figure.

Voltage distortions are presented in the systerthén
cases with nonlinear loads as seen in Figure 8nFhis
figure, the highest values of THD found in the eystare
violated the maximum permissible THD level (5%)yonl
in the cases with 30% nonlinearity of load (i.ese8, 6,
9, 12, and 15). The total losses of all 15 caseshown
in the bar graph of Figure 9. This figure indicatbat
more total losses are introduced due to an incr@ase
unbalanced loading, while a change of load nontihea
in the same value of unbalanced loading resulidigit
difference in the total loss.

1.10

—&—Phase A—e—Phase B—e—Phase C
1.05

1.0048

Voltage (p.u.)

13 16 19 22 25
Bus No.

Fig. 5. Bus voltage profile at peak period for Casé5 before
capacitor placement.

4 7 10 28

15

—A— Phase A—e— Phase B—e—Phase C

10 A 4

THD (%)

13 16 19 22 25
Bus No.

4 7 10 28

Fig. 6. THD values along the feeders at peak periotbr
Case 15 before capacitor placement.

15

j 10.10

101 g
?
?

THD (%)

e 4.05
] 4.50

0.00
0.00

] 439

N

9 10 11 12 13 14 15
Case No.

Fig. 8. Maximum THD values found in all caseshefore
capacitor placement.

1,450
@ NL 0% @ NL 15% m NL 30%

S 14001
i
& 1350 5555
E T 7
 wlE
e 1:15
1,250 |k i

10%
Unbalanced loading

15% 20%

Fig. 9. Total loss of all cases before capacitor mament.

8.2 Performance of the adaptive PSO

Based on the fifteen cases shown in Table 4, totat
costs can be calculated by the conventional PSCttend
proposed adaptive PSO, as illustrated in Figureltlia.
obviously seen that the solutions obtained from the
proposed adaptive PSO can offer lower total costs
compared with those derived by the conventional PSO
for every scenario appearing in the fifteen ca3é®se
results confirm the advantages of the adaptive PSO
technique in searching for better solutions.

8.3 Effects of unbalanced loading and nonlinearity of
load on the optimal solutions

The effects of unbalanced loading and nonlineaoity
load are investigated using the optimal solutions
determined by the proposed adaptive PSO approach.
The summary of constraint satisfaction, fixed and
switched type capacitor kVAr to be placed, and the
comparison of total loss and total cost betweermigef
and after capacitor placement are presented inegabl

to 7. Figures 11 to 13 graphically show the total
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capacitor kVAr required for reactive power Table 5. Summary of constraints satisfaction for opmal

compensation, as well as reduction in the totas kmsd solution in all cases
total cost respectively. Min. Max. Max. | Max. capacitor
Case | voltage | voltage THD |placed at any bus
14 0
= @ Conventional PSO m Adaptive PSO (p.-u.) (p.u) (%) (kvan)
§ 1 0.9546 1.000 0.00 1,200
g 124 2 0.9541 1.0012 3.43 1,500

= 3 0.9750 1.0060 4.81 1,500

e 4 0.9504 1.0000 0.00 1,500

8 107 5 0.9546 1.0009 411 1,200

£ 6 0.9695 1.0125 4.99 1,500

. g 7 0.9505 1.0009 0.00 1,500

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 8 0.9519 1.0055 3.96 1,200
Case 9 0.9648 1.0178 4.99 1,500
Fig. 10. Comparison of total cost between convential PSO 10 0.9503 1.0061 0.00 1,500
and adaptive PSO 11 0.9521 1.0123 3.18 1,500
12 0.9633 1.0238 4.88 1,500
It can be seen from Table 5 that the obtained adtim 13 0.9501 1.0099 0.00 1,500
. . . o 14 0.9502 1.0121 3.24 1,500
solutions of 15 cases satisfy all the constrainegiin
. 15 0.9676 1.0231 4.75 1,500
Section 2, namely, bus voltages, THD levels, and
maximum capacitor kVAr for each bus. Table 6 inthsa _ _ _ _
that the total capacitor kVAr associated with théamed Table 6. Fixed and switched type capacitors requiretbr
optimal solution vary with the change of unbalanced optimal solution in all cases
loading and nonlinearity of load. It is also foumd Fixed type | Switched type

i i i 3 ; . Total KVAr
Figure 11 that the increasing of these two factpves Case capacitor capacitor
the more total capacitor kVAr required for (KVAN) (KVAD) (kVAr)
compensation.

The optimal capacitor placements introduce the ; 2’388 421,21388 E’ggg
reduction in total loss and total cost compared whiat 3 5’100 12’ 000 17’100
before capacitor placement as listed in Table 7e Th ’ ; '

. . . . 4 5,700 6,300 12,000
percentage in reduction of total loss is slightiffedent 5 7800 6.300 14100
regard to the variation of unbalanced loading and ¢ 10.200 7500 17.700
nonlinearity of load as shown in Figure 12. It isund 7 8,100 5,700 13,800
33-37% for all cases. On the other hand, the pé&agen 8 6,300 9,000 15,300
in reduction of total cost is decreased with inseeh 9 7,800 10,500 18,300
unbalanced loading and nonlinearity of load as saen 10 7,800 7,800 15,600
Figure 13. This is expected as an increase of these 11 10,200 6,000 16,200
factors needs more investment on capacitor. The 12 7,500 11,700 19,200
maximum reduction in total cost of about 28% isetak 13 4,200 12,300 16,500
place in case 1 with entirely linear and balanceald| 14 6,900 10,500 17,400
connected to the network, while the minimum redrcti 15 8,700 11,100 19,800

of total cost of around 17%, is given in case 15.
The above observations are evidences for the sffect Table 7. Total loss and total cost before and afterapacitor
of unbalanced loading and load nonlinearity on the placement

optimal solution of capacitor placgment problemr Fo Total loss (kW) Total cost (Baht)

this reason, both unbalanced loading and the pcesen Case

of nonlinear loads should be considered when the Before After Before After

optimal location and size of capacitors are deteeuhi 1 | 132276\ 829.02| 13,530,285 9,675,243

Otherwise, a solution without concerning these two 2 1,334.10| 841.01| 13,543,364 10,072,660

factors is a non_optima' solution. 3 1,33883 857.28 13,589,995 10,821,851
4 1,336.61 837.99 13,570,495 9,896,125
5 1,337.94 857.76 13,583,569 10,337,989
6 1,342.67 896.14 13,630,200 11,107,645
7 1,348.15 845.06 13,691,338 10,179,085
8 1,349.49 870.24 13,704,392 10,631,717
9 1,354.22 905.06 13,751,025 11,271,614
10 1,367.47 855.68 13,893,610 10,579,519
11 1,368.81 882.86 13,906,634 10,709,031
12 1,373.54 925.72 13,953,268 11,506,100
13 1,394.68 881.21 14,178,653 10,996,677
14 1,396.01 891.79 14,191,634 11,154,244
15 1,400.75 940.96 14,238,271 11,801,461
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20,000
@NL 0% @ NL 15% m NL 30%

517,5007 2
5 E;E;
£ 15,000 ;;;;
2 .
jé 12,5001
2 ;E;E
:{:{
10,0004 B

5% 10% 15%
Unbalanced loading

20%

(1]

Fig. 11. Total capacitor kVAr required for optimal solution
for all cases.

(2]

50

EBNL 0% @ NL 15% m NL 30%

(3]

(4]

Reduction in total loss (%)

0% 5% 10%

Unbalanced loading

15% 20%

Fig. 12. Reduction in total loss for all cases afteoptimal
capacitor placement.

(5]

50

B NL 0% @ NL 15% m NL 30%
40 4

30 -

(6]

20

Reduction in total cost (%)

10 LE

5%
Unbalanced loading

15% 20%

[7]

Fig. 13. Reduction in total cost for all cases afteoptimal
capacitor placement.

(8]

9. CONCLUSION

This paper has presented an adaptive PSO-base@)]
optimization technique to determine optimal capacit
placement in an unbalanced loading distributiortesys
connected to nonlinear loads. A distribution systeim
PEA, which consists of 28 buses and 19 load poiitts

a two-step load pattern, is used to illustrate the
performance of this proposed technique. Numerical
results from different values of unbalanced loadimgl
nonlinearity of load demonstrate that the obtained
optimal solutions introduce a saving in total cestile
satisfying all the specified constraints. The dfeof
unbalanced loading and load nonlinearity on thenogt
solution are also examined. It is found that tédak in

the network and total capacitor kVAr required for
reactive power compensation are increased when
unbalanced loading and load nonlinearity are irsrda
whereas the saving in total cost is decreased otwitige
more investment cost for capacitors.
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