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Abstract— This paper proposes a fuzzy multi-attribute deaisiaking approach for solving multi-objective thatm
power dispatch problem. The fuzzy multi-attribdéeision considering the maximum of minimum merhi@fanction
value of each non-dominated solution could welti&raff the contradicting objective functions cotisgs of fuel cost,
NOy, SQ and CQ emission. The weighting aggregation method is eyagl to generate the non-dominated Newton-
Raphson based solutions. Test results on 3 anchérgtng systems indicate that the obtained besitnap solution
having more compromise characteristics than thesoderived from fuzzy cardinal priority ranking nalized
approach (FCPRN) and technique for order preferebgaimilarity to ideal solution (TOPSIS) when takiaccount of
percentage total deviation from the ideal solutaawell as fulfilling preferred zones condition.
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multi-objective  problem, for example, are goal
1. INTRODUCTION programming, the, thee-constraint method, and
weighting method, etc [7].
For goal programming, the decision maker has to
assign targets or goals that wish to achieve fahea
e objective. These values are included in the probésm
pollutant emission level caused by the.”T‘a' powantsl additional constraints. The objective function thems
IS not allowed to exceed the quantities |mpos§d_ byto minimize the absolute deviation from the tardetthe
environmental laws. In  generating electricity,

combustion of fossil fuel emits several gaseousutait objectives
) . 9 The e-constraint method is based on optimization of
into atmosphere such as nitrogen oxides ,(NGsulfur S : L
o o the most preferred objective while considering ditteer

dioxide (SQ) and carbon dioxide (Cf2 As a result, the I .

: . : objectives as constraint bounded by some allowable
allocation of power generation to different therrmpaiver level Such level ltered t te th
units is to minimize both operating cost and pelhit deve_s et).d U(I: " evels are aitered to generate the non-
emission level subject to diverse equality and iradity ominated solutions.

; ; The weighting method uses the concept of combing
constraints of the system such as covering powad lo . L i
demand and loss, generating capacities, etc [1]_[5]d|ﬁerent objectives through the weighted sum méttem

Multi-objectives formulation is then implemented to convert _the multi-objective problem into single&mjve .
solve for the optimal strategy for electric power one. This method generates the non-dominated spluti

generation. The main problem of multi-objective by varying the weight combination.

optimization, however, is that such objectives raastly InI ‘?dd't'on’ Ithe _t?eta-hegnstlc appr?aﬁ:_hes, sut_;h as
contradicting one another, where improvements ia on evolutionary algorithms and swarm Intefiigence, ars

objective may lead to an exacerbation in another""lter.n":‘tive o aforeme_ntioned_ techniques._ A non-
objective. Trade-off, therefore, exists between hsuc dominated sorting genetic aIgonthr_n (NSGA) is l.mad
conflicting objectives. Consequently, there are erthian solve fo_r er_1V|r0nmenta_I/_econom|<_: power dlsp_atch
one optimal solution for multi-objective problem iaih (EED). L"“?"".'Sea a mOd'f.'ed multi-objective partacl_
is different to the single objective one. Identifyia set swarm  optimization algonthm (MOPSO) angl multi-
of feasible solutions is therefore important fore th objective evolutionary - algorithm (MOEA) 'is also
decision maker to select a compromise squtionpreSenteOI to handle _th.e EED problem .[2]'[5]'
satisfying the objectives as best possible. Sutltisns Importantly, whatever optimization methods are &gpl

are referred to as non-dominated solutions [6]-[7]. to pde“C? the feasible solutions, finally, the‘-'e?"”f?p'y
one solution chosen as the best that maximizes the

satisfaction of all objectives to decision makdr [7

A way that is widely used to extract the best optim
solution in several papers pertaining to electricver
generation planning is a fuzzy cardinal priorianking
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The optimal economic load dispatch in electric powe
systems has currently gained increasing importaime
not only the generation cost keeps on increasinglso

Traditional techniques which are used for solving
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problem. The Newton-Raphson algorithm is utilized,

optimization process, to produce the non-dominated

wheredy , &5, fg are the C@emission coefficients.

solutions through weighting aggregation method.t Tes 2.3 Equality and Inequality Constraints

results are demonstrated on 3 and 6 generatingregst

The total power generation must cover the totaHdloa

The best compromise solution obtained is compased t yomand and real power loss in the transmissioresyst

the ones derived from FCPRN approach as well as anq,

approach that use the technique for order preferdéxyc
similarity to ideal solution (TOPSIS) [4] in tern

percentage total deviation from the ideal (minimum)

solution including checking preferred zones condii

2. PROBLEM FORMULATION

In this section, the multi-objective problem of rimal

power dispatch with equality and inequality corstisa
are described. The important objectives considérye
are operating fuel cost, NGmission, S@emission and

CO, emission. These objectives are competing one

another owing to contradiction characteristics.
2.1 Fudl Cost

The first objective function to be minimized is ttaal
fuel cost for thermal generating units in the systehich
can be approximately modeled by a quadratic funatio
generator power outpu® [10], [11]

R = Nf(aipiz“LQPi +Cp) (1)
i=1

where

8, b, ¢ are the fuel cost coefficients.
NG is the total number of generating units.

2.2 Gaseous Pollutant Emission

the fixed network configuration, the equality
constraint is represented by the power balancetiequa
stated as:

NG
XR=R+R (5)
i=1
wherePp andP, is total load demand and transmission

loss, respectively.

The power output limit are imposed as

P <R <R™,i=1,23,. NG (6)

2.4 Transmission Loss

One common practice for calculating the effect of
transmission losses is to express the total tragssom
loss as a quadratic function of the generator power
outputs. The simplest quadratic form is [11]:

NGNG
P= lelpi B; P; (7)
i=1j=

The coefficientsB; are called loss coefficients or B-

coefficients and assumed constant.

Thus, the problem formulation is to minimize all
objective functions simultaneously, while satistyinoth
equality and inequality constraints which can be

As thermal power plant uses fossil fuel for power expressed as follows:

generation, it therefore releases the pollutingegdsato

atmosphere. The most important emission considered
the
environment are N SG, and CQ. These emissions can
be approximately modeled through a quadratic foncti

gernerating electric power that effects on

in terms of active power generation [10].
The NQ, emission objective can be defined as
NG
Fp =2 (diR* +e&;R +fy) )

i=1

where

dy;. g;, fy are the NQemission coefficients.
NG is the total number of generating units.

In a similar fashion, S©and CQ emission objectives
can be defined below:

NG
Fy= 2.(dzR* +eiR +15) ®)

i=1
whered,;, e, f, are the S@emission coefficients.

Fy= ’\f(dSi R?+e5R +fy) (4)
i=1
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Minimize [F,, F,, s, F,]" (8)
subject to

NG

> R=R+R ©)

i=1

Rmin < R < Rmax (10)
whereFy, F,, F3, andF, are the objective functions to be

minimized over the set of admissible decision (a&a
P.

3. METHODOLOGY
3.1 Optimization Method.

The weighting aggregation method is employed to
generate the non-dominated solutions through Newton
Raphson algorithm. This method defines an aggregate
objective function as a weighted sum of the obyedti
Hence, the multi-objective optimization problem is
redefined as [6], [7]:
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. . m

Minimize ]Z:;le F(R) (11)

subject to

NG

2R=R+R 12)

i=1

Pimin <P < Rmax (]_3)
m

2w =1, w; 20, (14)

wherew; are the weighting coefficients. In this study, the
value of weighting coefficients vary in the randeédo 1

in steps of 0.1 and the weight of fuel cost, is not
allowed to be zero except in the case of determitiie
minimum value of other objectives i.E,;, F3, andF,; m

is the total number of objectives.

To solve the scalar optimization problem, the
Lagrangian function is defined as

ua@:fmﬁ+{%+a—%ﬂ (15)
j=1 i=1

where A is Lagrangian multiplier anch is the number of
objective functions.

The necessary conditions to
unconstrained Lagrangian function are:

minimize the

‘l-:o and %:0

16
R a (16)

To implement the Newton-Raphson method, the
following equation is solved iteratively until hag no
further improvement in decision variables.

Endienl PN
O O | A4 -0,

The steps for Newton-Raphson algorithm to produce
the admissible solutions can be explained beloy [10

17

Newton-Raphson Algorithm

1. Read data, viz. cost coefficients, emission
coefficients andB-coefficients, demand, Error
(convergence tolerance) and ITMAX (maximum
allowed iterations)M (number of objectives), NG
(number of generators) and (number of non-
dominated solutions).

Set iteration for non-dominated solutioks; 1.

If (k= K) GOTO step 15

Feed weights combinatiow, :j = 1, 2, ....m
Compute the initial value o® (i =1, 2, ..., NG)

Sl

H:”;h . (=1,2,3, ..., NG) (18)
P+ Y
+ L
FP=tLY (19)
T
i=128;

Assume that no generator has been fixed either at
lower limit or at upper limit at this step.

6. Set iteration counter, IT = 1.

7. Compute Hessian and Jacobian matrix elements
in Eqg.(17). Deactivate row and column of
Hessian matrix and row of Jacobian matrix
representing the generator whose generation is
fixed either at lower limit or upper limit in order
that those fixed generators cannot participate in
allocation.

8. Find AR (i =1, 2, ...,R) and A4 using Gauss

elimination method. Here, R is the number of
generators that can participate in allocation.

9. Moadify control variables,

R =P + AP i=1,2,..R

A=A+

10. Update old control variable values with new
values.

R=R™ (=12 ..R),

A=A"" and GOTO Step 8 and repeat.

11. Check the inequality constraint of generators
from the following conditions.

If PI < Pimin thenPi — Pimin
If R > Hmax thenR - Rmax

12. Check convergence tolerance condition from

[S@RY + @) <e
i=1

If convergence condition is satisfied or #TTMAX
then GOTO Step 13 otherwise update iteration
counter, IT =1T+1 and GOTO Step 7.

13. Record the obtained non-dominated solution.
Compute F; (=1, 2, ..., n) and transmission
loss.

14. Increment count of non-dominated solutidns,
k+1 and GOTO step 3.

15. Stop.

3.2 Membership Function

_ Optimization of multi-objective problem vyields at s&#
and R can be calculated using the Eq. (18) and hon_dominated solutions. However, only one solution
(19). would finally be selected as the best that wellésaoff
the all conflicting objectives.

andA by assuming tha® = 0. The value oh
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Typically, it is natural to assume that decisionkera U (%) exponentially by the respectivg. The
may have fuzzy or imprecise goals for each objectiv "
function. The membership function based upon fuzzy resulting fuzzy sets arg; (%)
sets theory, therefore, are introduced to represiemt 4. Determine the value of attainment in all

goals of each objective function. The membership
function value describes the degree of minimum &alu
attainment of each objective function using valfresn K ()"
0 to 1. The membership value of zero indicates

incompatibility with the sets, while one means ctetg

objectives of solutionx; via intersection of all

compatibility. Thus, the membership function istrictly D(x) = £4(%)™ n (%)™ n .o py (%)™ (22)
momotonic decreasing and continuous function wisch
defined as [12]: 5. The best optimal solutionD(x') , is defined as
in that achieving the largest degree of membership
L o Fish in D(x).
F_max -E. )
/uj - J J : ijln < Fj < ijax (20)

max _ — min

D(X') = max{D(x)|i =12,...,r} (23)
0 : Fj 2 F™
Where 4;is membership function of objectiv&; and 3.4 Evaluation of Optimal Solution using Fuzzy

ijin’ijaX are minimum and maximum values of th Cardinal Priority Ranking Normalized Approach

For this approach, the accomplishment of each non-
dominated solution is considered with respect ltthaln
3.3 Evaluation of Optimal Solution using the Proposed non-dominated  solutions by normalizing its
Fuzzy Multi-attribute Decision Making Approach accomplishment in all objectives over the sum df th
accomplishments ofn non-dominated solutions as
follows [2], [3], [5], [8]-[9]:

th objective, respectively.

The proposed FMADM approach is utilized to elitiet
best compromise solution out of a set of non-dotetha

ones. The concept of FMADM approach can be m
described as follows. [13]-[16]. 2. 45(%)
Let X={x,..., %} be a set of optimal solutions. The Hs (%) = (24)
importance (weight) of thpth objective is expressed by > 2 H (%)
i=1j=1

w;. The attainment of objectivé; with respect tOiji”
by solution x is expressed by the degree of where p5(%) represents the normalized fuzzy
membershipy; (x)™" . membership function of the théth solution. The

The procedure for determining the objective weights Solution that attains  the *maximum membership
and the best optimal solution can be describedabelo constitutes the best oneyz(x), owing to having

1. Establish by pair-wise comparison the relative Nighest cardinal priority ranking. Hence, the bgstimal
importanceg; , of the fuzzy objectives amongst solution is obtained from

themselves. Arrange the; in a matrix M. /JS(X*) =max{ 5 ()i =12,...,n} (25)

_ _ 3.5 Evaluation of Optimal Solution through Technique
Qoo o for Order Preference by Similarity to Ideal Solution
a4 O (TOPSIS)

a
Fi 1) The concept of TOPSIS is that the most preferred

solution should have the shortest distance from the

positive ideal solution and, in the meantime, disve

the longest distance from the negative ideal smhuti

m m

o - [4],[17]. | _

L . The entropy measure of importance is used to score
) ) ) the contrast intensity of thieth objective. Specifically,

2. Determine consistent weightsy for each  he |arger entropy is, the less information is sraitted

objective  through approximated — Saaty's py the j-th objective leading to being removed from
eigenvector method by normalizing the f;ther consideration.

geometr_ic mean in _each row. Thus, the |t R={Ry| i=1, ..., n; j=1, ..., m} be performance
summation of all weights is equal t@,  (ating matrix of thei-th solution with respect to theth
gw- =m objective where each element represents the degfees
= closeness ofy; to F/™ .

3. Weight the degrees of objective attainment,
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Rui R Rim
R= Ry1 Ry Rom (26)
Ru R Rm

Then, normalizing the performance rating matrix in
Eq.(26) for each objective as

Ri
Ry

Pj = (@7)

Ms

k=1

The contrast intensity of theth objective can now be
measured to consider the amount of decision inftoma
contained in and transmitted by the objective byanse
of Shannon’s entropy measure, | which is defined as.

1 n
A | " 28
€ n nElp“ n p; (28)
Thus, a total entropy is
E=Ye (29)

1

The objective Weight,Ij ), therefore, is given by

I 1

o= (30)

AL-¢)

The normalized performance rating element in EQ.(27
is now weighted as

i =jj poi=1,2,..mi=1,2,...,n (31)

The next step is to find the set of positive ideal

solution (A") and negative ideal solution&” ) which
are defined by

A" = (MaXGy), MaX ), -orMAX Vi) = (V3 .01V
(32)

A = (min(v;y),min(vi,),....miNWiy)) = (4 Yz ,....V) (33)

Hence, the distance of each solution from the pesit
ideal solution is given as

= (34)

= g(Vi}r -v;)?

di+

Likewise, the distance of each solution from the
negative ideal solution is given as

S -vp)?

=1

d = (35)

The relative closeness to the positive ideal sofutf

thei-th solution is defined as

6=—9 _ (36)
The most preferred solution is the solution hawime
highestc; value.

3.6 Comparing FMADM Approach to FCPRN

Approach and TOPSI S Approach

The objective of comparing the proposed FMADM
approach to FCPRN approach and TOPSIS approach is
to demonstrate that the best optimal solution olethi
from the proposed FMADM approach having more
compromise characteristics than both FCPRN and
TOPSIS approach in terms of both percentage total
deviation from the ideal solution and fulfilling eh
preferred zones condition.

As the ideal solution that one wishes to attaiminti-
objective problem is the solution consisting of imam
value in all objectives, therefore, it can be repreed as
fpideal ={F1mi“,F2m‘”,...,FnTi“} when let F'%2 pe a set of
the ideal solution. Such a solution, however,
impossible one due to all objectives having cotifig
characteristics one another. Nonetheless, theranis
attempt to elicit the best optimal solution whichashthe
values in the vicinity of the minimum in all objeas as
best possible

Accordingly, two measures below are utilized to
compare the solution qualities obtained from FMADM,
FCPRN and TOPSIS approach.

3.6.1 Percentage Total Deviation from the Ideal
Solution (&) . This measure uses the concept of

Euclidean distance between two points rin
dimensions. Hence, the percentage total
deviation between the chosen optimal solution
and the ideal solution can be defined as.

is

& =100* (37)

where

Fj* is the optimal value of objectivg of the chosen

solution.

F,™"is the minimum value of objectivg

m is the number of objectives.
3.6.2 Preferred Zones ConditiorPZ;) Here is the

condition to check whether the objective values
of the obtained solution is in the preferred zones
by vetting from

F_max+ F_min .
sz:[' 5 j ]—szo (38)

Specifically, this condition help check whether the
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chosen solution has a well-balanced characteristied
objectives. Only the criterion of percentage total
deviation from the ideal solutidig;)is not enough to

indicate that the solution with lower value &f is the

Ongsakul / GMSARNat®nal Journal 3 (2009) 81 - 90

F, = 0.14005%7, - 29.9522F,, + 3824770

Fs = 0.10592%7% — 9.552794,; +1342851

better one since certain objectives may have thelhe B-Coefficients (MW

dominant tendency towards the minimum value whereas

the others probably rather away from the theipeetve
minimum. As a result, it would be more favorablewwh

all objectives of the chosen solution is in thefemed
zones. In other words, they all have a good tendenc
towards the minimum value. The term in the bracket
Eq.(38) is referred to as threshold value.

4. NUMERICAL RESULTS

In this section, two numerical examples are proditte
demonstrate the main features of the proposed appro

13625510 1.75310° 183944074
B; =| 1754407° 15448d40°* 282765107
18394104 2.8276540% 16147103

Power output constraint
50< B < 250MW

5< P, <150MW

15< P, <100MW

The simulation program of the proposed approach is The load demand K0 MW

written in MATLAB and run on 1.6 GHz Pentium M
processor with 512 MB of RAM.

In this study, all objective functions are assunted
have an equal importance. That meansyvplbf Eq.(22)

Table 1. Comparison of the Best Compromise Solution
derived from FMADM , FCPRN and TOPSIS Approach (3
Generators, 4 Objectives)

having the value of one in order that the obtairesiilts
are compared basing upon the same underlyin

hypotheses as above-mentioned FCPRN and TOPSrs

approach. Also, it should be noted that such weight
combinations do not involve the weight used in Efj)(
since those weight combinations are simply empldged
produce the different non-dominated solutions. They
therefore, do not involve in decision making for

extracting the best optimal solution. The input
information for the first test system is given belo

Test System 1: Three Generatorswith Four Objectives

Fuel Cost Characteristics of Thermal Plants($/h)

F,, = 525x10°P? + 8.662% + 328125
F., = 6.085x10°P7 +10.040F, +1369125

Fi3 = 5.9155A07°P7 + 9.7606R, +59.155

NOx Emission Characteristics of Thermal Plants (kg/h)
Fop = 0.0063233921 -0.3812&,;, +80.9019

Fp, = 0006482 — 0.79027,, + 28,8249

Fps = 0.003174% —1.3606 P + 3241775

SO, Emission Characteristics of Thermal Plants (kg/h)

Fa; = 00012067 + 505928, +51.3778

Approach F1 F2 F3 F4
Value | 2,450.84392.09|1,637.925,286.81
FCPRN |PZ + - + +
Weight| 0.3 0.3 0.4 0.0
Value |2,657.82 302.26|1,706.41| 6,637.65
TOPSIS |PZ - + - -
Weight| 0.0 1.0 0.0 0.0
Value | 2,487.43369.18| 1,635.50 5,556.68
FMADM |PZ + + + +
Weight| 0.2 0.4 0.4 0.0
Value | 2,509.35343.46|1,674.95 5,642.26
MDS |PZ + + - +
Weight| 0.3 0.7 0.0 0.0
Minimum Value | 2,393.91302.26 1,604.01 5,183.75
Maximum Value | 2,657.82475.01 1,706.73 6,637.76
Threshold Value| 2,525.87388.64 1,655.37 5,910.76

Fs, = 0.002320%, + 3.84624,, +1822605

Fa3 = 0.001284% + 4.45647P,; + 5085207

CO, Emission Characteristics of Thermal Plants (kg/h)
Fy = 0.26511(sz1 -610194%, +5080148

86

The 224 non-dominated solutions are produced
considering all the objectives concurrently throftd
different weight combinations using Newton-Raphson
algorithm. The running time for eliciting the best
compromise solution from the proposed FMADM
approach takes 872.30 s.

Table 1 illustrates the comparison of the best
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compromise solutions obtained from the FMADM, its minimum as nearest as possible. From calcigjdtie
FCPRN and TOPSIS approach in terms of objectivevalue of relative closeness to the positive idedliton
value including checking the preferred zones caoit (¢ ) using Eq.(36), the solution that produces thénxg
The percentage total deviation from the minimunthef
solution obtained from FMADM, FCPRN and TOPSIS
approach are shown in Table 2.

As seen from Table 1, the FMADM approach is the
only one approach which is satisfied with preferred
zones condition since alPZ; have positive sign. That

¢ is the solution yielding the minimum value of

objective F2 thereby making the percentage total
deviation of objective F2 zero.

Importantly, it should be noticed that the bestiropt
solution obtained from TOPSIS approach is the one
which also provides the maximum value of objectile
means the obtained solution having a good balancén the meantime, the value of both objective F3 BAds
towards the minimum in all objectives. approaching their respective maximum. Hence, it is

Minimum deviation solution (MDS) shown in Table 1 considered as an extreme solution thereby making it

is the solution yielding the lowest percentage Itota rather difficult to be chosen in real-world apptioa.
deviation from the ideal solution which can be sé&en . _ -
Table 2. It is noted that despite MDS having thedst 1€t System 2: Six Generators with Three Objectives

percentage total deviation, it still have certabjeatives  The information for the second test system is given
having the value higher than the threshold valoeather below.

words, some objectives of MDS have the values éurth o
away from the ideal solution than the best optimal Fuel Cost Characteristics of Thermal Plants($/h)

solution derived from FMADM approach. Fy = 0_00203%21 +8.4320F,, +85.6348

Table 2. Percentage Total Deviation from the Ideal

Solution (3 Generators, 4 Objectives) Fip = 0-0038663;2 +6.4103F,;, +3037780
Approach| Deviation from the Ideal Total Fi3 = 0.002187;; +7.4289(P,; +847.1484
Value (%) Deviation

— 2
%) Fi4 = 0.00134%7, +8.30154,, + 2742241
F1 | F2 | F3 | F4

Fis = 0.00218P% + 7.4289(P,5 +847.1484
FCPRN | 2.38 20.72| 2.11] 1.99| 29.96

F, = 0.00596P2 + 6.9155%, ¢ + 2020258
TOPSIS| 11.02 0.00| 6.38| 28.05 30.80 9 9

EMADM 301 2214 196 719 2369 NOx Emission Characteristics of Thermal Plants (kg/h)

F,, = 0.0063232 - 0.38128,; +80.9019
MDS 4.82 13.63 4.42| 8.85 17.52

Foo = 0.0064833922 -0.790277,, +288249
As seen from Table 2, the FMADM approach yields

the solution having percentage total deviation frihm@ Fos= 0.0031749923 —13606F,; +3241775
ideal solution lower than both FCPRN and TOPSIS

approach. Also, it should be noted that TOPSIS @qugir F,, = 0.00673P2, - 2.39928, , + 6102535
does not yield the lowest percentage total deviatio g o

despite the fact that it uses the concept of sapthe Fps = 0.00317@;5 ~1.3606B, +3241775

solution which has the shortest distance from thgtjye
ideal solution, meanwhile, also has the longedadee
from the negative ideal solution. This is because t

weight of second objectiveAg), for decision making s, Emission Characteristics of Thermal Plants (kg/h)
according to Eq.(30), has the value much highem tha
others especially when comparedApand A; as shown
below

F,g = 0.00618P% — 0.3907 P, +50.3808

Fs, = 0.001206%3 + 5.05928P,; +51.3778

Fs, = 0.002320P%, + 3.84624P,, +1822605

A, =0.035891 A, =0.636456
N N Fas = 0.00128487% + 4456475 + 5085207

A;=0.011373 1, =0.316280

- o o Fa4 = 0.00081%7, +4.9764F,, +1653433
This is resulted from objective F2 having high cast

intensity when compared to the objective F1 and F3
TOPSIS’s mechanism for selecting the most preferred

solution, therefore, boils down to attempting tiwiethe

solution which has the value of objective F2 apphirag

Fss = 0.0012848% + 4.45647P,5 + 5085207

Fas = 0.003578% + 414938, +1212133
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The B-Coefficients (MW

(20 1 15 05 0 -3]

1 30 -2 01 12 1

15 -2 10 -1 1 08 5
By = x10

05 01 -1 15 06 5

0 12 1 06 25 2

-3 1 08 5 2 21

Power output constraint

90< P, £350MW
100< P, < 500MW
200< P, < 800MW
100< P, < 500MW
150< R, < 600MW
100< P, < 500MW
The load demand is 1800 MW.

The different 58 weight combinations are used to
generate the 58 non-dominated solutions. The rgnnin
time for this test system takes 676.52 s to detieebest
compromise solution from the proposed approach.

Table 3. Comparison of the Best Compromise Solution

The comparison of objective value and checking the
preferred zones condition of the best optimal $wmiut
obtained from the FMADM, FCPRN and TOPSIS
approach are given in Table 3. Percentage totahtlen
from the ideal solution is shown in Table 4. It dam
seen in Table 3 that both the FMADM and FCPRN
approach vyields all objective values satisfied with
preferred zones condition due to BE; having positive
sign. On the contrary, TOPSIS and MDS approach has
certain objectives unsatisfied with the preferremhes
condition which is likewise the above result inttes

system 1.

Table 4. Percentage Total Deviation from the Ideal
Solution (6 Generators, 3 Objectives)

Deviation from the Ideal Total
Approach Value (%) Deviation
F1 F2 F3 (%)
FCPRN 0.13 4.59 0.12 4.60
TOPSIS 1.23 0.00 1.19 1.71
FMADM 0.31 2.52 0.29 2.55
MDS 0.75 0.47 0.73 1.14

Given the percentage total deviation, FCPRN apgroac

obtained from FMADM, FCPRN and TOPSIS Approach
(6 Generators, 3 Objectives)

Approach F1 F2 F3
Value | 18,745.90 2,165.21 11,236.45
FCPRN |PZ + + +
Weight 0.4 0.3 0.3
Value | 18,950.86 2,070.13 11,356.50
TOPSIS|PZ - + -
Weight 0.0 1.0 0.0
Value | 18,778.75 2,122.26 11,255.47
FMADM |PZ + + +
Weight 0.4 0.5 0.1
Value | 18,862.11 2,079.8311,304.31
MDS |PZ - + -
Weight 0.2 0.8 0.0
Minimum Value | 18,721.38 2,070.13 11,222.94
Maximum Value | 18,950.862,282.97|11,356.50
Threshold Value| 18,836.122,176.55 11,289.72
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still has the value higher than the proposed amproa
which is similar to the results of test system heT
percentage deviation value of objective F2 derifrech

TOPSIS approach is zero since the objectives Wejght
is much more dominant than the others, namgyly:
0.985941 whereasl, and A; is 0.007258 and 0.006801

respectively. Thus, both/Tland /T3 hardly effects

decision making. Consequently, the mechanism for
selecting the most preferred solution of TOPSIS
approach is an attempt to choose the solution
approaching F2 as closet as possible.

Incidentally, the percentage total deviation of BI®
approach becomes lower than the FMADM approach in
this test system as the obtained solution yields th
minimum value to the objective which has high casitr
intensity, F2, meanwhile the rest of objectivesihgv
low contrast intensity have been decreased.

In addition, it should also be observed that thet be
optimal solution obtained from the TOPSIS approach
gives the minimum value of objective F2, meanwhile,
also provides the maximum value for objective F&l an
F3. It is obvious that the consequence is likevilse
result in test system 1. Therefore, the solutiotaioled
from TOPSIS approach is regarded as an extreme
solution and is less compromise than the one dgrive
from the FMADM approach. In practical way, despite
the fact that the objectives for reducing environtak
effects is increasingly concerned, the operatire st
objective (F1), however, is still the important otiat
always have to be considered and can not be nedlect
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Thus, it is unfavorable to choose the best optimal load dispatch Electric Power Systems Researéh,
solution yielding the maximum operating fuel costso 1654-1664
since it is a key factor that determines viabildf a [4] Xuebin Li. (2009). Study of multi-objective
utility. Consequently, it would be more favorablesld optimization and multi-attribute decision making fo
the best optimal solution of multi-objective pratldave economic and environmental power dispatch.
well-balanced characteristics in all objectives dode Electric Power Systems Researd® (2009), 789—
their respective minimum. 795.

[5] Abido M.A. (2003). A novel multiobjective
5. CONCLUSION evolutionary algorithm for environmental/economic

power dispatch.Journal of Zhejiang University
Science6A(5), 420-427

Engelbrecht Andries P. (2005jyundamentals of
Computational Swarm IntelligenceéGreat Britain:
John Wiley & Sons, Ltd.

Coello Coello Carlos A. (2002).Evolutionary
Algorithms for Solving Multi-Objective Problems
New York: Kluwer Academic/Plenum Publishers.
Dhillon J.S., Parti S.C., Kothari D.P. (2001). Fuzz
decision making in multiobjective long-term

The proposed fuzzy multi-attribute decision making
approach was applied to help system operators cﬂextra[ ]
the best compromise solution out of a set of non-
dominated solutions of multi-objective thermal powe
dispatch problem. The obtained best compromisem
solution is compared to the ones derived from fuzzy
cardinal priority ranking normalized approach (FGBR

and the technique for order preference by simjlatdt [8]
ideal solution (TOPSIS) by means of two measures vi

percentage total deviation from the ideal solutamd scheduling of hydrothermal systenElectrical

preferred zones condition Power and Energy Systen2s}, 19-29.

Given the percentage total deviation from the ideal[9] Dhillon J.S., Parti S.C., Kothari D.P. (2002). Fuzz
solution, it is evident that the solution obtairfesim the decision making in stochastic multiobjective short-

FMADM approach is superior to the one derived form term  hydrothermal  scheduling. Proceedings
FCPRN approach. For TOPSIS approach, when the  Generation, Transmission & Distributioifpp. 191-

number of objectives has been increased, the waflue 200), vol. 149, no. 2.
percentage total deviation becomes larger, in the[10]Kothari D.P. & Dhillon (2004).Power System
meantime, also higher than the value obtained frioen Optimization New Delhi: Prentice-Hall of India

proposed approach. Moreover, the solution obtained  Private Limited.

from TOPSIS approach is considered an extreme[11]Hadi Saadat (2004).Power System Analysis.
solution since it has an inclination to produce the Singapore: The McGraw-Hill Companies.
minimum in an objective, meanwhile, they also yseld [12]Zimmermann, H.-J. (1991uzzy Set Theory and lts

the maximum or so for others. Application Boston: Kluwer Academic Publishers.
For preferred zones condition, it helps check the[l13]Zimmermann, H.-J. (1987)Fuzzy Set, Decision
quality of balance in all objectives towards theimium. Making, and Expert SystemsBoston: Kluwer

The simulation results demonstrate that the prapose  Academic Publishers.

FMADM approach is superior to TOPSIS approach. For[14]Saaty, Thomas L. (1980)he Analytic Hierarchy

the FCPRN approach, even it has fulfilled the ctodi Process. Planning, Priority Setting, Resource

in the case of the reducing the number of objective  Allocation New York: McGrw-Hill, Inc.

functions from four to three, however, its perceeta [15]Saaty, Thomas L. (1990)he Analytic Hierarchy

total deviation still has the value higher than the  Process Planning, Priority Setting, Resource

proposed approach. Allocation United States of America: RWS
Publications.

[16]Saaty, Thomas L. (1996Decision Making with
Dependence and Feedback. The Analytic Network
Process United States of America: RWS
Publicaions.

[171M. Zeleny (1982), Multiple Criteria Decision
Making, McGraw-Hill, New York.

Thus, taking these two measures into account
concurrently, the FMADM approach demonstrates ithat
can elicit the best optimal solution which has
characteristics more compromise and favorable ttsan
counterparts. The further research will be focuzedhe
effects of the best compromise solution obtainexnfr
FMADM, FCPRN and TOPSIS approach when each
objective has different important degree.
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