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Abstract— This paper proposes a simple particle swarm optimization with constriction factor (PSO-CF) method for
solving optimal reactive power dispatch (ORPD) problem. The proposed PSO-CF is the conventional particle swarm
optimization based on constriction factor which can deal with different objectives of the problem such as minimizing the
real power losses, improving the voltage profile, and enhancing the voltage stability and properly handle various
congtraints for reactive power limits of generators and switchable capacitor banks, bus voltage limits, tap changer
limits for transformers, and transmission line limits. The proposed method has been tested on the IEEE 30-bus and
IEEE 118-bus systems and the obtained results are compared to those from other PSO variants and other methods in
the literature. The result comparison has shown that the proposed method can obtain total power loss, voltage
deviation or voltage stability index less than the others for the considered cases. Therefore, the proposed PSO-CF can
be favorable solving the ORPD problem.

Keywords— Constriction factor, optimal reactive power dispdch, particle swarm optimization, voltage deviation voltage
stability index.

NOMENCLATURE 1. INTRODUCTION
G, Bj Transfer conductance and susceptance betweefptimal reactive power dispatch (ORPD) is to deteem
busi and bug, respectively the control variables such as generator voltage
a Conductance of branch connecting between magnitudes, swnchable VAR compensators, and
buses andj transformer tap setting so that the objective fiomcof
o ) the problem is minimized while satisfying the uaitd
Li Voltage stability index at load biis system constraints [1]. In the ORPD problem, the
Ny Number of buses objective can be total power loss, voltage devmtid
load buses for voltage profile improvement [2], or
Na Number of load bu§es ) voltage stability index for voltage stability enlcament
Nq Number of generating units [3]. ORPD is a complex and large-scale optimization
N, Number of transmission lines problem with nonlinear objective and constraints. |
N, Number of transformer with tap changing power system operation, the major role of ORPDois t

_ _ maintain the load bus voltages within their limftr
P4, Qi Real and reactive load demand at bus  providing high quality of services to consumers.

respectively The problem has been solved by various techniques
P4, Qs Real and reactive power outputs of generating'anging from conventional methods to artificial
uniti, respectively intelligence based methods. Several conventional
A React tor at b methods have been applied for solving the problech s
Qs eactive power compen.sa ora l_JS_ _ as linear programming (LP) [4], mixed integer
S Apparent power flow in transmission line  programming (MIP) [5], interior point method (IPNg],
connecting between biisind bug dynamic programming (DP) [7], and quadratic
T Tap-setting of transformer brankh programming (QP) [8]. These methods are based on
Vv Volt " tion bi successive linearizations and use gradient as hsearc
g oltage at generation bus directions. The conventional optimization methods c

Vg, Vi Voltage magnitude at generation tusnd load  properly deal with the optimization problems of
busi, respectively deterministic  quadratic  objective  function and
V,d Voltage magnitude and angle at bus diﬁerent?a! constraints. However, they can _be mapin
respectively Iopal minima of the ORPD pro_bl_em with multiple
minima [9]. Recently, meta-heuristic search methods
have become popular for solving the ORPD problem du
to their advantages of simple implementation arntityab
to find near optimum solution for complex optimipat
problems. Various meta-heuristic methods have been
Vo Ngoc Dieu, Le Anh Dung, and Nguyen Phuc Khai aith applied for solving the problem such as evolutignar
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colony optimization algorithm (ACOA) [10], differéal
evolution (DE) [11], harmony search (HS) [12], etc.

These methods can improve optimal solutions for the
ORPD problem compared to the conventional methods

but with relatively slow performance. Among the aiet
heuristic search methods, particle swarm optintzati

(PSO) is the most popular one for solving the ORPD.
problem including many variants such as multiagent-
based PSO [13], enhanced PSO [2], parallel PSQ [14]

comprehensive learning PSO [15], etc. The PSO rdstho

are generally simpler implementation, more powerful

search ability, and faster performance than othetam
heuristic search methods, leading to solution tyédir
optimization problems considerably improved. In
addition the single methods, hybrid methods hawenbe
also widely implemented for solving the problemisas
hybrid GA [16], hybrid EP [17], hybrid PSO [18],ceto
utilize the advantages of the single methods. Tyith
methods usually obtain better solution quality thhe
single methods but they also suffer longer comparnat
time.

In this paper, a simple particle swarm optimization

with constriction factor (PSO-CF) method is propbse
for solving the ORPD problem. The proposed PSO<CF i
the particle swarm optimization based on consticti
factor which can deal with different objectives thie

F(x,u)=VD=§:Ni -V, 3)

whereV,¥ is the pre-specified reference value at load bus
i, which is usually set to 1.0 pu.

Voltage stability index for voltage stability
enhancement [3], [19]:
F(x,u) =L, =max{L}; i=1 (4)

For all the considered objective functions, theteec
of dependent variablesrepresented by:

X=[Qqur-vrs Qg +Viasoos Vi, 1St Sy (5)
and the vector of control variablasepresented by:
U=V Vg, > Troeen Ty 1 Qep - Qi 1 (6)

The problem includes the equality and inequality
constraints as follows:
a) Real and reactive power flow equations at each bus:

problem such as minimizing the real power losses, P, — Py VZV [G” cos@, —4,) +B; sin(g, - 5)]

improving the voltage profile, and enhancing th&age
stability and properly handle various constraints f

reactive power limits of generators and switchable

capacitor banks, bus voltage limits, tap changeitdi for
transformers, and transmission line limits. Theposed

method has been tested on the IEEE 30-bus and IEEE j=1...N,
118-bus systems and the obtained results are cenhpar

to those from other PSO variants and other metliods
the literature.
The remaining organization of this paper is follows

Section 2 addresses the formulation of ORPD problem V.

A PSO-CF implementation for the problem is desatibe
in Section 3. Numerical results are presented tiGe
4. Finally, the conclusion is given.

2. PROBLEM FORMULATION

The objective of the ORPD problem is to minimize is
to optimize the objective functions while satisfyin
several equality and inequality  constraints.
Mathematically, the problem is formulated as folfow

Min F(x,u) (1)
where the objective functioR(x,u) can be expressed in
one of the forms as follows:

¢ Real power loss:

Ios i 9 |:\/|2 +Vj2 - 2\/|VJ COS6i - 5] ):| (2)

i=1

F(x,u) =

j=1

N,

Q, Qs =V, SV,[G, sin@ - 4,) - B, cos@, -3,)]
=1

(7)

i=1

(8)

b) Voltage and reactive power limits at generation

buses:
gi,min _V Vgl max’ - 11 ---:Ng (9)
Qgi,min = Qgi < Qgi,max; i=1, ...,Ng (_‘]_0)

c) Capacity limits for switchable shunt capacitor

banks:
Qumin Qi Q4 e 1 =10, (11)
d) Transformer tap settings constraint:
Temin ST ST nae K=1000N, (12)

e) Security constraints for voltages at load buses and
transmission lines:

V.

li,min

S <G e I =1

<V, SV mae 1 =1,00N (13)

N, (14)

« Voltage deviation at load buses for voltage profile Where theS is the maximum power flow between bius

improvement [2]:
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§ =max{|§ I.IS; [} (15)
Vi =Cx[ v e xrand, x(phest - <) o
(K) _ (k)
3. PARTICLE SWARM OPTIMIZATION WITH +szrandzx(9b°ﬂi X )J
CONSTRICTION FACTOR 2 (19)
. . o C=————; Whereg =c +¢C, ,¢ > ¢
3.1 Basic particle swarm optimization ‘2—¢—1/¢2-4¢

PSO is a population based evolutionary computation
technique inspired from the social behaviors ofd bir In the PSO-CF, the factop has an effect on the

flocking or fish schooling. Since the first inveoti in -
1995 [20], PSO has become one of the most IOOpukﬁ:onvergence characteristic of the system and mest b

methods applied in various optimization probleme thu greater than 4.0 to guarantee stability. Howeverihe

its simplicity and ability to find near optimal swions. value .Of ¢. Increases, thg constrictiol decreases

In the conventional PSO, a population of partictesves producmg d|verS|f|cat|on_ which I_eads to slowerpesse.

in the search space of problem to approach to ltiteab The typical .value ofp is 4.1 (ie.c, = ¢ - .2'05) as
optima. The movement of each particle in the pdpra proposed n [22]. When the constriction factor
is determined via its location and velocity. Durite ~ MPlemented in the PSO, the search procedure ensure
movement, the velocity of particles is changed diwae the h conv_erglenr::e forC the metr:od hbaspego (():rll: the
and their position will be updated accordingly. For mbat _emkf;ltlca teolr_y. olns_equen';]y, tﬁ b R pg?)n
implementation in a n-dimension optimization prable obtain betier quality solutions than the basic

the position and velocity vectors of partickk are approach.

represented by = [Xig, Xad, -+, Xnd] @NAVy = [Vig, Vag, ..., 3.3 PSO-CF for the ORPD problem
Vng], respectively, whered = 1,..., NP and NP is the ) _
number of particles. The best previous position of FOr implementation of the proposed PSO-CF to the

particle d is based on the valuation of fitness function Problem, each particle position representing fonti

represented bpbesty = [Pu Pocs ..., P and the best variables is defined as follows:
particle among all particles represented diest. The .
velocity and position of each particle in the nigatation X =Vguar Vona T v Tua 1Qen Qs 1 (20)
(k+1) for fitness function evaluation are calculatsl -

d=1..NP
follows:

- BN ’ y The upper and lower limits for velocity of each
Ve = )xvig)+clxrand1><(pbestif,)—xf,)) (16) particle are determined based on their lower angeup

+e xrand, X(gbesti(") B X(dk)) bounds of position:

(k42) = (00 1 (k) (17) Vo max = RX (X max™ X4 min) (21)
Vd,min = _Vd,max (22)

where the constants; and c, are cognitive and social
parameters, respectively arehd; andrand, are random

values in [0, 1]. whereR is the limit factor for particle velocity.

Both particle positions and velocities are initiali

3.2 Implementation of constriction factor within their limits given by:

The position and velocity for each particle haveirth ©) _

own limits. For the position limits, the lower angper Xy = Xamin + 18N X (Xy ™ Xy i) (23)
bounds are from the limits of variables represeriigd ©) _ +rand B (24)
the particle’s position. However, the velocity limifor Vo = Vg in *+ 1N, X (Vy = Ve i

the particles can be defined by users. Generdlig, t

solution quality of the PSO method for optimization Whererand; andrand, are random values in [0, 1].
problems is sensitive to the cognitive and social During the iterative process, the positions and
parameters and velocity limit of particles. Therefo Velocities of particles are always adjusted inrthieiits
there have been several attempts to control theafter being calculated in each iteration as follows
exploration and exploitation abilities of the PSO

algorithm by adjusting the cognitive and socialtdas or v = min{vd max ,max{vdymin,vd}} (25)
to limit the range of velocity in the range/fimax, Vidmas]-
In this paper, the improved PSO with constrictiantér X1 = min{X, o MaX{X, i X I} (26)

proposed in [21] is implemented for solving the @RP
problem. The authors have claimed that the use of a The fitness function to be minimized is based oa th
constriction factor may be necessary to insurestable  ,roplem objective function and dependent variables

convergence of the PSO algorithm. The modified jncjyding reactive power generations, load busagss,

expressed as follows: function is defined as follows:
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Sep9: If K < 1T, k =k + 1 and return to Step 5.

Ng 2 Ny 2 Otherwise, stop.
FT =F(u,x)+ qu(Qgi _le:“) + KVZ(\/H Vi ) @27)
i=1 i=1

4. NUMERICAL RESULTS

\
+K. (S _S,max)Z The proposed PSO-CF has been tested on the IEEE 30-
= bus and 118-bus systems with different objectives
. including power loss, voltage deviation, and vodtag
where Kq, K., andK, are penalty factors for reactive g pijivy index. The data for these systems cafiobed
power generations, load bus voltages, and powerifio i, 531" [24]. The characteristics and the datatfar base

transmission lines, respectively. ) , case of the test systems are given in Tables 12and
The limits of the dependent variables in (25) are respectively

determined based on their calculated values asasl| In this paper, the power flow solutions for theteyss

_ are obtained from Matpower toolbox [24]. For
om :{Xmax if X > Xia (28) comparison, three other variants of PSO also
X f x<x,, implemented for solving the problem are PSO witheti
varying inertia weight (PSO-TVIW) [25] and PSO with
) time-varying acceleration coefficients (PSO-TVAGjda
respectively represent for the calculated ge|f organizing hierarchical particle swarm optietiz

min

whrerex andx'™

value and limits 0Qy;, Vii, OF S max- with time-varying acceleration coefficients (HPSO-
solving the ORPD problem is addressed as follows: coded in Matlab platform [27] and run on a 2.1 Ghkith

] 2 GB of RAM PC. The parameters of the PSO methods
Step 1. Choose the controlling parameters for PSO-CF for the test systems are given in Table 3. For mitup
including number of particleNP, maximum  criteria, the maximum number of iterations for BBO

number of iteration$Ty,, cognitive and social  methods is set 200. For each test case, the PStidset
acceleration factors; and c,, limit factor for are performed 50 independent runs.

maximum velocityR, and penalty factors for
constraints. 4.1 |EEE 30-bus system

Step 2: GenerateNP particles for control variables in In the test system, the generators are locatedisdsbl,
their limits including initial particle positiomq 2, 5, 8, 11, and 13 and the available transfornaeses
representing vector of control variables in (5) located on lines 6-9, 6-10, 4-12, and 27-28. The
and velocityvig as in (23) and (24), where= 1, switchable capacitor banks will be installed atesu4o,

..., Ng+ N;+Ncandd =1, ...,NP. 12, 15, 17, 20, 21, 23, 24, and 29 with the minimam

Sep 3: For each particle, calculate value of dependentmaximum values of 0 and 5 MVAR, respectively. The
variables based on power flow solution using limits for control variables are given in [11], geation
Matpower toolbox and evaluate the fitness reactive power in [28], and power flow in transnioss
function Fyxesa in (27). Determine the global lines in [29]._ The n_umber of particles for the PSO
best value of fitness functionFyey = methods in this case is set to 10.

MiN(F ppesta) - The results obtained by the PSO methods for the

Sep 4: Setpbesty to xq for each particle angdbest to system with different objectives including powerssp

the position of the particle corresponding to voltage deviation for voltage profile improvementd
Fppese. SEt iteration countde= 1. voltage stability index for voltage enhancementgiven

Sep 5: Calculate new velocity®™,q and update position in Tables 4, 5, and 6, respectively and the sahstitor
ep o ) - id & P P best results are given in Tables Al, A2, and A3 of
x""ig for each particle using (18) and (17),

. . o Appendix.
respectively. Note that the obtained position and IffI'phe obtained best results from the proposed PSO-CF
velocity of particles should be limited in their

lower and upper bounds given by (25) and (26). method are compayed to _those from DE [1.1]'
) comprehensive learning particle swarm optimization
Sep6: Solve power flow using Matpower toolbox (¢ pso) [15], and other PSO variants for different
based on the newly obtained value of position gpieciives as given in Table 7. For the objectifiéotal
for each particle. power loss and voltage deviation, the optimal sohst
Sep 7: Evaluate fitness functiokTq in (27) for each  py the proposed PSO-CF are less than those from the
particle with the newly obtained position. others while the best voltage stability index frahe
Compare the calculate@Ty to F“Yyq 10 PSO-CF method is approximate to that from otheds an
obtain the best fitness function up to the current petter than that of HPSO-TVAC. For computational
iterationF® peqq. time, the CLPSO method obtained its optimal sohutio
Sep 8: Pick up the positiorpbest®,y corresponding to  for an average of 138 seconds which is vastly slowe
F® esa for each particle and determine the new than that from the PSO-CF method. There is no tegfor
global best fitness functioF® e and the  computational time for the DE method.
corresponding positiogbest®.
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Table 1. Characteristics of test systems

System No. of No. of No. of No. of No. of
branches| generation buses transformers| capacitor banks| control variables

IEEE 30 bus 41 6 4 9 19

IEEE 118 bus 186 54 9 14 77

Table 2. Base case for test systems

System 2Py 2Qqi Ploss Qioss 2Py ZQgi
IEEE 30 bus 283.4 126.2 5.273 23.14 288.67 89/09
IEEE 118 bus 4242 1438 132.863 783.[79 437486 895.6

Table 3. Parameters for PSO methods

Method PSO-TVIW| PSO-TVAC| HPSO-TVAG PSO-CF
Winax 0.9 - - -

Whin 0.4 - - -

Cy, C 2 - - 2.05

Cyi, Cot - 2.5 2.5 -

Ci, Cyi - 0.2 0.2 -

R 0.15 0.15 0.15 0.15

Table 4. Results by PSO methods for the IEEE 30-bus sgm with power loss objective

Method PSO-TVIW| PSO-TVAC| HPSO-TVAG  PSO-CF
Min Pioss (MW) 4.5129 4.5356 4.5283 45128
AVg. Pioss (MW) 45742 45912 4.5581 4.6313
Max Pioss (MW) 5.8204 4.9439 4.6112 5.7633
Std. devPies (MW) 0.1907 0.0592 0.0188 0.2678
VD 2.0540 1.9854 1.9315 2.0567
Lo 0.1255 0.1257 0.1269 0.1254
Avg. CPU time (s) 10.98 10.85 10.38 10.65

Table 5. Results by PSO methods for the IEEE 30-bus sgm with voltage deviation objective

Method PSO-TVIW | PSO-TVAC| HPSO-TVAC| PSO-CF
Min VD 0.0922 0.1210 0.1136 0.0890
Avg. VD 0.1481 0.1529 0.1340 0.1160
Max VD 0.5675 0.1871 0.1615 0.3644
Std. devVD 0.1112 0.0153 0.0103 0.0404
Pioss (MW) 5.8452 5.3829 5.7269 5.8258
Livex 0.1481 0.1485 0.1484 0.1485
Avg. CPU time (s) | 9.97 9.88 9.59 9.89
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Table 6. Results by PSO methods for the IEEE 30-bus sgm with voltage stability index objective

Method PSO-TVIW| PSO-TVAC| HPSO-TVAG PSO-CH
MiN L 0.1249 0.1248 0.1261 0.1247
AVG. Lo 0.1261 0.1262 0.1275 0.1265
Max Liex 0.1280 0.1293 0.1287 0.1281
Std. devL e 0.0008 0.0009 0.0006 0.0008
Pross (MW) 4.9186 4.8599 5.2558 5.0041
VD 1.9427 1.9174 1.6830 1.9429
Avg. CPU time (s) 13.42 13.39 13.05 13.39

Table 7. Comparison of best results for the IEEE 30-busystem

Method Power loss | Voltage deviation| Stability index
(MW) (VD) (Li mex)
DE [11] 4.5550 0.0911 0.1246
CLPSO [15] 4.5615 - -
PSO-TVIW 4.5129 0.0922 0.1249
PSO-TVAC 4.5356 0.1210 0.1248
HPSO-TVAC 4.5283 0.1136 0.1261
PSO-CF 45128 0.0890 0.1247
4.2 |EEE 118-bus system PSO-CF method is also stable to the optimal salutib

In this system, the position and lower and uppeit$ the problem. The test results have shown that mexgbo

for switchable capacitor banks, and lower and uppermethod can obtain total power loss, voltage destator

limits of control variables are given in [15]. Thamber  voltage stability index less than other PSO vasamnd

of particles for the implemented PSO methods istgset other methods for the test cases. Therefore, theoged

40. PSO-CF could be a useful and powerful method for
The obtained results by the PSO methods for thesolving the ORPD problem.

system with different objectives similar to the easf

IEEE 30 bus system are given in Tables 8, 9, and 10 REFERENCES
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Table Al. Best solutions by PSO methods for the IEEE 3fus system with power loss objective

Control variables | PSO-TVIW | PSO-TVAC | HPSO-TVAC | PSO-CF

Vg 1.1000 1.1000 1.1000 1.1000
Vg2 1.0943 1.0957 1.0941 1.0944
Vgs 1.0748 1.0775 1.0745 1.0749
Vgs 1.0766 1.0792 1.0762 1.0767
Va1 1.1000 1.1000 1.0996 1.1000
Vs 1.1000 1.0970 1.1000 1.1000
Teo 1.0450 1.0199 1.0020 1.0435
Te10 0.9000 0.9401 0.9498 0.9000
Tas 0.9794 0.9764 0.9830 0.9794
Tor2s 0.9652 0.9643 0.9707 0.9647
Q10 5.0000 4.5982 2.3238 5.0000
Qc12 4.9952 2.8184 2.8418 5.0000
Quis 5.0000 2.3724 3.6965 5.0000
Qurr 5.0000 3.6676 4.9993 5.0000
Qc20 4.0765 4.3809 3.1123 4.0041
Qe 5.0000 4.9146 4.9985 5.0000
Qcz3 2.5071 3.6527 3.5215 2.3834
Qc24 5.0000 5.0000 4.9987 5.0000
Qc29 2.2284 2.1226 2.3743 2.2176

Table A2. Best solutions by PSO methods for the IEEE 3fus system with voltage deviation objective

Control variables | PSO-TVIW | PSO-TVAC | HPSO-TVAC | PSO-CF

Vg 1.0090 1.0282 1.0117 1.0080
Vg2 1.0036 1.0256 1.0083 1.0030
Vs 1.0184 1.0077 1.0169 1.0159
Vgs 1.0079 1.0014 1.0071 1.0078
Va1 1.0240 1.0021 1.0707 1.0558
Vs 1.0220 1.0046 1.0060 1.0059
Teo 1.0387 1.0125 1.0564 1.0780
Te10 0.9000 0.9118 0.9076 0.9000
Tasz 0.9964 0.9617 0.9545 0.9799
Torz8 0.9596 0.9663 0.9695 0.9654
Q10 3.1805 5.0000 1.5543 5.0000
Qe12 0.0000 1.5065 1.4242 5.0000
Quis 4.9903 3.9931 2.5205 4.7892
Qa7 1.5245 3.7785 1.6400 0.0000
Qe 5.0000 3.2593 5.0000 5.0000
Qe 5.0000 4.1425 1.8539 4.9069
Qes 5.0000 4.9820 3.3035 5.0000
Qc2s 4.1862 4.5450 4.5941 5.0000
Qc29 1.6848 4.1272 3.5062 2.1107
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Table A3. Best solutions by PSO methods for the IEEE 30us system with objective of stability index

Control variables | PSO-TVIW | PSO-TVAC | HPSO-TVAC | PSO-CF

Vg 1.1000 1.1000 1.0979 1.1000
Vg2 1.0911 1.0934 1.0997 1.1000
Vgs 1.0440 1.0969 1.0500 1.1000
Vgs 1.0734 1.0970 1.0663 1.0766
Va1 1.1000 1.1000 1.0561 1.1000
Vs 1.1000 1.1000 1.0886 1.0834
Teo 0.9701 1.0935 0.9939 1.0040
Te10 0.9000 0.9000 1.0150 0.9000
Tas 0.9451 0.9579 0.9121 0.9182
Tor2s 0.9425 0.9651 0.9406 0.9414
Q10 3.7186 3.1409 3.7685 3.4792
Q12 2.2318 3.0186 4.6323 0.0000
Quis 0.5772 1.4347 2.6542 2.5747
Qurr 0.0000 3.8498 2.6897 0.0061
Qc20 2.3728 0.0000 2.8806 2.3822
Qe 2.6790 5.0000 2.1071 2.5272
Qcz3 0.1350 0.0000 3.1044 1.1154
Qc24 1.2181 2.1733 2.1797 0.0000
Qc20 1.3609 2.2708 3.5843 0.0000
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