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A B S T R A C T 

This study proposes a Multiobjective Water Cycle Algorithm (MOWCA) for 

multiobjective optimization of flat plate solar collector (FPC). MOWCA was inspired by 

the process of water circulation. The proposed algorithm was implemented to 

simultaneously optimize the thermal efficiency and total annual cost (TAC) of FPC. The 

design parameters were mass flow rate, riser tube's outer diameter, tube number, and 

insulation thickness. The thermal efficiency and TAC obtained by MOWCA were 

71.9541% and 78.2980 $/year for the best compromise solution, providing a balance 

between the two objectives. Moreover, the optimal results obtained by MOWCA were 

analyzed and compared to those from other algorithms. The comparative outcomes 

highlighted the effectiveness and robustness of the MOWCA to assist manufacturers in 

selecting appropriate design parameters for FPC. 

 

1. INTRODUCTION 

Global energy demand is dramatically increasing due to 

global population growth, technological development, and 

commercial and industrial activities [1]. Renewable energy 

is a sustainable and environmentally friendly source of 

energy, providing a perfect solution for limiting fossil fuel 

consumption and environmental issues from combustion 

processes for energy generation. Solar water heating 

system (SWH) is a potential application of renewable 

energy utilization. The solar thermal collector is a critical 

component of SWH in which a flat plate collector (FPC) is 

commonly used for low and medium thermal applications. 

Figure 1 depicts a diagram of a typical FPC. One of the 

most significant barriers and challenges for the 

development of SWH is the low thermal efficiency and 

high operational cost of the solar collector. 

 

 
Fig. 1. Diagram of an FPC system [2]. 

Over the last decade, various studies proposed FPC 

optimization approaches with impressive results. Search 

Group Algorithm (SGA) [3] was suggested for a solar 

water heating (SWH) system using FPC that improved 

energetic efficiency by 4.904%. Farahat et al. [4] 

developed exergetic optimization by applying Sequential 

Quadratic Programming (SQP) to optimize FPC efficiency 

by minimizing exergy losses. Badr et al. [6] exploited a 

Genetic Algorithm’s (GA) potential to optimize an active 

SWH with FPC under different environmental conditions 

and design parameters. Wenceslas [7] optimized a 

thermosyphon solar water heater using GA and optimized 

design parameters to fabricate an FPC with locally 

available materials. His system obtained higher efficiency 

with lower collector surface area. Khademi et al. [8] 

compared SQP versus GA to maximize FPC exergy 

performance. They found that GA optimization yielded 

higher accuracy but lower convergence speed than SQP. 

In the literature, most studies were conducted to 

optimize the FPC efficiency without considering costs. 

FPC system should be concurrently optimized in terms of 

the thermo-economic viewpoints. There were only a few 

studies in multiobjective optimization of FPC. 

Hajabdollahi [2] analyzed Multiobjective Particle Swarm 

Optimization (MOPSO) to optimize cost and efficiency 

simultaneously. Hajabdollahi and Premnath [9] also 

applied MOPSO to minimize yearly cost and maximize 
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efficiency by analyzing effects from Al2O3 nanoparticles 

and various design parameters of FPC. In [10], an FPC 

system using CuO nanofluid was modeled and optimized 

using MOPSO. Hajabdollahi et al. [11] investigated effects 

on FPC systems from SiO2, Al2O3, and CuO nanofluids in 

thermo-economic terms. Cost and efficiency were 

determined by using a Nondominated Sorting Genetic 

Algorithm II (NSGA-II). In general, most relevant studies 

have only applied conventional algorithms, named 

MOPSO and NSGA-II, without considering other methods. 

Besides, performance comparisons of multiobjective 

algorithms to deal with this issue have not been addressed. 

This study proposed a first attempt of the Multiobjective 

Water Cycle Algorithm (MOWCA) for multiobjective 

optimization of FPC. The basic concept of MOWCA was 

based on the circulation of water in nature. The proposed 

method was applied to simultaneously optimize thermal 

efficiency and total annual cost (TAC) of FPC. 

Specification parameters of FPC, consisting of mass flow 

rate, riser tube's outer diameter, tube number, and 

insulation thickness, were considered as design variables. 

The MOWCA was implemented to offer non-dominated 

solutions and respective tradeoffs based on the two 

contradictory objectives: thermal efficiency and TAC. The 

obtained results were compared to other methods. 

Comparative outcomes emphasized the performance of 

MOWCA for the multiobjective optimization of FPC. 

2. PROBLEM FORMULATION 

2.1. Thermo-Economic Modeling of FPC 

2.1.1. Thermal efficiency 

The first objective function for thermal efficiency (η) of 

FPC is defined as [12]: 

1   u

c T

Q
F

A I
  (1) 

where Qu is useful heat gain, Ac is cover surface area, and 

IT is total solar radiation intensity. 

In steady-state conditions, the thermal energy balance 

of FPC is given as follows [13]: 

u ab lossQ Q Q 
  (2) 

where Qab is the absorbed energy and Qloss is the total heat 

loss. 

Absorbed energy can be stated as: 

( )ab p TQ A I   (3) 

where (τα) denote the effective transmittance-absorptance, 

and Ap is the absorber plate area. 

Total heat loss is computed as: 

( )loss c L pm aQ AU T T    (4) 

where Tpm denotes the absorber plate’s mean temperature, 

Ta denotes the ambient temperature, and UL is the overall 

heat loss coefficient. 

The overall heat loss coefficient is expressed as follows: 

L t e bU U U U     (5) 

The top loss coefficient can be given as follows [14]: 
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where N is the number of glass cover, εg is the glass 

cover’s emissivity, εp is the absorber plate’s emissivity, σ is 

the Stefan-Boltzmann constant, and hw is the heat transfer 

coefficient of wind. 

The edge and back loss coefficients are calculated as: 

e e
e
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where Ae signifies edge surface area; ke and δe represent the 

thermal conductivity and thickness of edge insulation, 

respectively; kb and δb represent the thermal conductivity 

and thickness of back insulation, respectively. 

The mean temperature (Tpm) is computed by assuming 

an initial value to estimate UL and Qu. The next value of 

Tpm is calculated according to the below equation, and the 

initial value is modified through each iteration [15]: 
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The heat removal factor (FR) can be expressed as: 
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where Cp is the special heat capacity, and ṁ is the mass 

flow rate. 

The collector efficiency factor (F') is: 
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where Do denotes the riser tube’s outer diameter, Di 

denotes the riser tube’s inner diameter, W is the tube 

spacing, Cb is the thermal conductance of bond, F is the 

standard fin efficiency, and hfi is the convection heat 

transfer coefficient. 

2.1.2. Economic Analysis 

The second objective function for TAC of FPC is 

determined as [2]: 

2   total inv opF C aC C   (12) 

where Cinv is investment costs, Cop is operational cost, and 

a is the annual cost factor. 

The investment costs of FPC comprise of the capital 

cost (Ccol) and pump cost (Cpump) as follows [9]: 

inv col pumpC C C    (13) 

The operational cost is calculated in equation (14): 

op h el pC N k W   (14) 

where Nh is the system’s operational hours per year, and kel 

is the unit value of electricity. 

Annual cost factor (a) is calculated as below: 

1 (1 ) y

i
a

i 


 
  (15) 

where y is the lifetime of the system, and i is the inflation 

rate. 

2.2. Problem Formulation for Multiobjective Optimization 

of FPC 

The thermal efficiency and TAC of FPC were considered 

as two objectives for simultaneous optimization. Hence, 

the multiobjective optimization of FPC is expressed as 

follows: 

Find: * [ , , , ]o t bx m D N    (16) 

Maximize: 
1( ) ( ) F x x   (17) 

Minimize: 
2 ( ) ( )  totalF x C x   (18) 

Subject to: 0.01 0.1m    (19) 

 0.005 0.015oD    (20) 

 6 20tN    (21) 

 0.02 0.1b    (22) 

where the constraints in equations (19) to (22) denote the 

constraints of the design variables, namely mass flow rate 

(ṁ), riser tube’s outer diameter (Do), tube number (Nt), and 

insulation thickness (δb). 

If the design variables exceed the restrictions, a 

repairing approach is applied to adjust the variables as 

follows: 
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where x signifies the design variable values; x' represents 

the adjusted design variables values. 

3. METHODOLOGY 

3.1. Implementation of MOWCA for multiobjective 

optimization of FPC 

The Multiobjective Water Cycle Algorithm (MOWCA) 

was developed on the basis of observation of the water 

circulation procedure and the flow process of streams and 

rivers to the sea. Further details of MOWCA can be found 

in [16]. To implement the MOWCA to multiobjective 

optimization of FPC, each individual of the initial 

population representing the design variables are defined as 

follows: 

[ , , , ]   for 1,...,i i i i T

i t o popX m N D i N    (24) 

The procedures for multiobjective optimization of FPC 

using MOWCA are stated below: 

1. Define the input data, including specifications of FPC 

and test conditions; 

2. Set parameters for the proposed MOWCA: number of 

population (Npop), summation of number of a sea and 

rivers (Nsr), maximum number of iterations 

(Max_Iteration), evaporation condition constant 

(dmax), and Pareto repository size; 

3. The initial population is randomly generated, and 

initial sea, rivers, and streams are formed via 

equations as below: 
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  1 ( )srN Number of River sea    (26) 

stream pop srN N N    (27) 

4. Fitness function values are calculated for individuals 

of the initial population: 

1 1 2 2 1 2[ ( , , , ); ( , , , )];

for 1,2, ,
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5. In the initial population, non-dominated solutions are 

determined and saved in the Pareto repository; 

6. Crowding-distance is computed for members in 

the Pareto repository; 

7. A sea and rivers are selected according to the value of 

crowding-distance; 

8. The flow intensity for sea and rivers is determined 

according to equation (29): 

1

;
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Cost
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  (29) 

9. Streams flow into the rivers via the following 

correlation: 

1 ( )i i i i

Stream Stream River StreamX X rand C X X     
  (30) 

10. If a stream yields a better solution than the river, the 

stream’s position will exchange with the river’s 

position; 

11. Streams can flow into the sea as follows: 

1 ( )i i i i

Stream Stream Sea StreamX X rand C X X     
  (31) 

12. If a stream yields a better solution than the sea, the 

stream’s position will exchange with the sea’s 

position; 

13. Rivers flow into the sea by equation (32): 

1 ( )i i i i

River River Sea RiverX X rand C X X     
  (32) 

14. If a river yields a better solution than the sea, the 

position of the river will exchange with the sea; 

15. Check for evaporation condition; 

16. If the evaporation condition is fulfilled, the raining 

procedure will perform via equation (33): 

( )new

StreamX LB rand UB LB   
  (33) 

17. Update dmax using equation (34): 

1 max
max max

_

i
i i d

d d
Max Iteration
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  (34) 

18. New non-dominated solutions are determined and 

saved in the Pareto repository; 

19. All dominated solutions are discarded from the Pareto 

repository; 

20. If members in Pareto repository exceed the limit, 

move to Step 21; if otherwise, move to Step 22; 

21. Crowding-distance is computed for members in 

Pareto repository, and members with the low 

crowding-distance value are removed; 

22. New sea and rivers are selected according to the value 

of crowding-distance; 

23. If the stopping criteria are fulfilled, the optimization 

process will be ended; if otherwise, back to Step 9. 

Figure 2 depicts the MOWCA’s flowchart. 

 

 

Fig. 2. Flowchart of the MOWCA. 

 

3.2. Decision-making method 

The best compromise solution is defined by applying a 

fuzzy membership function based on Fuzzy Set Theory 

[17]. First, the linear membership function is given as: 
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where min

jf  and max

jf  are minimum and maximum values of 

the j
th

 objectives in the non-dominated set, respectively. 

The normalized membership function μ
k
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where nobj and npf are numbers of the objective functions 

and non-dominated solutions, respectively. The solution 

with a maximally normalized membership function is the 

best compromise one. 

4. NUMERICAL RESULTS 

4.1. Optimization results 

In this study, the specifications of FPC were referred to the 

technical details of Kingspan solar collector FPW25 [18]. 

The unit price for electricity was estimated at 0.10 $/kWh 

for a system that operated approximately 4,380 h annually. 

The lifetime of FPC was estimated at 15 years, with an 

inflation rate of 12%. Table 1 summarizes all 

characteristics and test conditions of FPC. 

 

Table 1. Specifications and test conditions of FPC 

Parameter Value 

Cover surface area (Ac) 2.4213 m2 

Absorber plate area (Ap) 2.2388 m2 

Absorber plate thickness (δ) 0.3 mm 

Emissivity of glass cover (εg) 0.84 

Emissivity of absorber plate (εp) 0.04 

Effective transmittance-absorptance (τα) 0.8645 

Fluid inlet temperature (Ti) 10°C 

Ambient temperature (Ta) 10°C 

Total solar radiation intensity (IT) 1000 W/m2 

Slope of collector (β) 20° 

Wind speed (v) 5 m/s 

 

The proposed MOWCA was implemented for 

multiobjective optimization of the FPC system. The initial 

parameters of MOWCA (Ntotal, Nsr, and dmax) were set to 

100, 8, and 1E–5, respectively. The number of function 

evaluations (NFEs) was 10,000, and the number of Pareto 

optimal solutions was 100. 

Figure 3 portrays the Pareto optimal front obtained by 

MOWCA. These Pareto optimal fronts described the 

relationship (tradeoff curve) between thermal efficiency 

and TAC of FPC. These tradeoff curves revealed the 

confliction between the two selected objectives in the 

multiobjective optimization situation. An increase in 

efficiency led to the increasing prevalence of TAC, but the 

increment slope increased enormously for the highest 

feasible efficiency. 

 

 

Fig. 3. Pareto optimal front obtained by MOWCA. 

 

Table 2 represents the optimal values of design 

variables and both objective functions for three solutions 

A, B, and C. As a critical observation, the maximum values 

for both thermal efficiency and the TAC were at solution A 

determined as the best efficiency solution. In contrast, the 

minimum values for both thermal efficiency and TAC were 

at solution C defined as the best economic solution. 

Moreover, the decision-making method was applied to 

determine the best compromise solution (Solution B). 

Thus, solution B struck a balance between the two 

objectives. 

Based on obtained solutions in Pareto optimal fronts, 

decision-makers might select the final solution for a 

particular project based on specific experiences, desires, 

and circumstances. If the priority of decision-makers is the 

performance of FPC, solution A will be the optimal 

solution. If the priority of decision-makers is given on 

budget, solution C will be the optimal solution. 

Additionally, if the manufacturer prefers to achieve a 

measurable balance between the two objectives, solution C 

will be the best compromise solution that gives an 

acceptable efficiency and an affordable cost for FPC. 
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Table 2. Design parameters and objective function values for 

Solutions A, B, and C 

Parameter Best 

efficiency 

solution 

(Solution A) 

Best 

compromise 

solution 

(Solution B) 

Best 

economic 

solution 

(Solution 

C) 

Mass flow rate 

(m/s) 

0.1 0.0646 0.01 

Tube diameter 

(m) 

0.015 0.0072 0.005 

Tube number 20 19 6 

Insulation 

thickness (m) 

0.1 0.0622 0.02 

Thermal 

efficiency (%) 

77.6387 71.9541 48.8337 

TAC ($/year) 105.9559 78.2980 69.2102 

 

4.2. Statistical comparison and analysis 

To assess the proposed method’s performance for 

multiobjective optimization of FPC, MOWCA was run 30 

trials independently. Optimization results were compared 

with three multiobjective methods, including NSGA-II 

[19], MOPSO [20], and Multiobjective Multi-Verse 

Optimizer (MOMVO) [21]. For a fair comparison, NFEs 

was set to 10,000, and the Pareto repository size was kept 

at 100. Table 3 summarizes control parameters for four 

algorithms. Obtained results were evaluated based on two 

performance metrics. Results are illustrated below. 

 

Table 3. Parameters for multiobjective methods 

Algorithm Parameter settings 

MOWCA Npop = 100 

Nsr = 8 

dmax = 1E–5 

NSGA-II Population size = 100 

Crossover operator = 20 

Mutation operator = 20 

MOPSO Population size = 100 

Inertia weight = 0.4 

Adaptive grid = 30 

Mutation rate = 0.5 

MOMVO Population size = 100; 

Worm hole existence probability max = 1 

Worm hole existence probability min = 0.2 

 

4.2.1. Spacing metric 

The metric of spacing (SP) was proposed by Scott [22] to 

take into account the distribution of solutions in the Pareto 

front. This indicator is estimated by measuring a relative 

distance between successive solutions as follows: 

2
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  (38) 

where d  is the average value of all di. An algorithm with a 

minimum value of SP metric has the best uniform 

distribution in the Pareto front. 

Table 4 demonstrates a comparison of four algorithms 

based on the SP metric. Boxplots of the statistical analysis 

for the SP metric yielded by four algorithms are depicted in 

Figure 4. The distributions of the SP metric were illustrated 

as a rectangle boxplot through which a red line denoted the 

median for SP metric values. The boundary values except 

the outliers were shown by the top and bottom whiskers in 

each box plot. The outliers were plotted individually using 

the '+' symbol. 

 

Table 4. Comparison of multiobjective methods based on SP 

metric 

Algorithm MOWCA NSGA-II MOPSO MOMVO 

Best 0.1768 0.1836 0.2553 0.2776 

Mean 0.2109 0.2433 0.6760 0.4818 

Worst 0.2431 0.5427 1.0104 0.6820 

Std. 0.0144 0.0803 0.2032 0.1205 

 

 
Fig. 4. Box plots of SP metric obtained by different 

multiobjective methods. 
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The proposed MOWCA yielded the narrowest boxplot, 

which was located in the lowest part of the figure. This 

indicated that the range between the best and the worst 

value for the SP metric was relatively small, as well as 

least. Moreover, the red line in the boxplot for MOWCA 

boxplot was lower than other methods, indicating that 

MOWCA obtained minimal median. It was evident that 

MOWCA had a robust performance in terms of SP metric. 

From the assessment, the proposed MOWCA found a more 

evenly distributed Pareto front than other algorithms. 

4.2.2. HV metric 

The hypervolume (HV) indicator is defined as the volume 

of coverage of the Pareto front in the objective space [23]. 

This metric evaluates both convergence and diversity of an 

algorithm. The HV metric is computed as follows: 

1

i

i

HV v







  (39) 

An algorithm with a high value for the HV metric is 

desirable. 

Table 5 summarizes the results of different techniques 

in terms of the HV metric. For comparison, the same 

reference point was employed for all algorithms in all 

trials. Figure 5 illustrates the boxplots of the statistical 

analysis for the HV metric yielded by all considered 

methods. The MOWCA yielded the narrowest boxplot, 

which was located in the highest part of the figure. 

Moreover, the red line in the boxplot of MOWCA was 

higher than other methods. It could be inferred that 

MOWCA had a robust performance with the highest 

median value among the four techniques for the HV metric. 

Therefore, MOWCA obtained better convergence and 

diversity properties of solutions than the other techniques. 

 

Table 5. Comparison of multiobjective methods based on HV 

metric 

Algorithm MOWCA NSGA-II MOPSO MOMVO 

Best 1498.3096 1494.2236 1470.6501 1488.2148 

Mean 1497.6856 1490.1943 1458.2522 1483.5239 

Worst 1496.4985 1483.4197 1441.4022 1476.9831 

Std. 0.4209 2.6880 7.6663 3.0906 

 

Although the FPC modeling was effectively optimized 

in the case mentioned above study, some limitations should 

be addressed to improve the FPC optimization model. The 

MOWCA should be implemented with large scale FPC 

systems. This study also showed the potential of the 

proposed MOWCA in multiobjective optimization of FPC. 

However, MOWCA should be modified and improved to 

achieve better solution quality and faster computation time. 

 

 
Fig. 5. Box plots of HV metric obtained by different 

multiobjective methods. 

5. CONCLUSION 

This paper suggested MOWCA for multiobjective 

optimization of FPC, in which the thermal efficiency and 

TAC of FPC were optimized simultaneously. The obtained 

results were analyzed and compared with other 

optimization techniques using SP and HV metrics. The 

proposed MOWCA provided a superior quality of solutions 

in comparison with the other well-known algorithms. The 

Pareto optimal front generated by the MOWCA was 

considered to be a beneficial approach, assisting 

manufacturers in determining the optimal tradeoff among 

the two important considerations of the thermal efficiency 

and TAC for FPC. For further research, MOWCA should 

be implemented for multiobjective optimization in other 

solar thermal systems such as concentrated solar power and 

solar power tower. 
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ABBREVIATION 

FPC flat plate collector 

HV hypervolume indicator 

MOMVO Multiobjective Multi-Verse Optimizer 

MOPSO Multiobjective Particle Swarm 

Optimization 

MOWCA Multiobjective Water Cycle Algorithm 

NSGA-II Nondominated Sorting Genetic 

Algorithm II 

SP metric of spacing 

SWH solar water heating system 

TAC total annual cost 
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NONMENCLATURE 

a annual cost factor 

Ac  cover surface area 

Ae  edge surface area 

Ap  absorber plate area 

Cb thermal conductance of the bond 

Cp specific heat capacity 

Ccol collector capital cost 

Cinv investment costs 

Cop operational cost 

Cpump  pump cost 

Ctotal total annual cost 

Di  riser tube’s inner diameter 

Do riser tube’s outer diameter 

dmax evaporation condition constant 

F standard fin efficiency 

F' collector efficiency coefficient 

FR  heat removal coefficient 

hfi  convection heat transfer coefficient 

hw  heat transfer coefficient of the wind 

i inflation rate 

IT total solar radiation intensity 

kb back insulation’s thermal conductivity 

ke edge insulation’s thermal conductivity 

kel unit value of electricity 

Max_Iteration maximum number of iterations 

N number of covers 

Nh  system’s operational hours per year 

Npop population size 

Nsr summation of number of a sea and rivers 

Nt  tube number 

Qab absorbed energy 

Qloss total heat loss 

Qu useful heat gain 

Ta ambient temperature 

Ti inlet temperature 

Tpm absorber plate’s mean temperature 

Ub back loss coefficient 

Ue edge loss coefficient 

UL overall heat loss coefficient 

Ut top loss coefficient 

W tube spacing 

y lifetime of the system 

β slope of the collector 

δb, δe thickness of back insulation and edge 

insulation, respectively 

εg, εp emissivity of the glass cover and 

absorber plate, respectively 

ṁ fluid mass flow rate 

η thermal efficiency of FPC system 

σ Stefan-Boltzmann constant 

(τα) effective transmittance-absorptance 
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