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A B S T R A C T 

This paper implements Marine predator optimization algorithm (MPA) to seek the 

optimal solutions of thermal plants (TPs) for a conventional ELD problem and a hybrid 

ELD (HELD) problem considering solar generators. MPA has a strong and stable search 

ability by using Brownian distribution and Lévy flights distribution. For testing MPA, 

four test systems with different constraints and difficult levels are used. In which, the 

last two systems formed from the first two ones, are first proposed and utilized to 

analyze the effectiveness of renewable energy resources as installed on the power 

system.  The optimal solutions obtained by running MPA on Systems 1 and 2 are 

employed to compare with many previous optimization methods. As a result, it can lead 

to a conclusion that MPA is more effective and stronger than compared methods in 

terms of solution quality and stable search ability. MPA successfully solves Systems 3 

and 4 of the HELD problem considering solar generators. In addition, from analyzing 

cost reduction level of cases with and without solar generators, it can offer a useful idea 

that the use of renewable energy resources significantly decreases a cost of buying fossil 

fuels for TPs. 

 

1. INTRODUCTION 

The more the country develops, the more the demand for 

electrical energy for production and daily life increases. To 

meet the increasing demand, the expansion of grid and the 

installation of more power plants is inevitable.  This makes 

the operation and management of a power system become 

complicated. Economic load dispatch (ELD) is considered 

as an effective measure for solving the mentioned issue. 

ELD is a strategic problem of power generation scheduling 

for available thermal power plants (TPs) in the aim of 

reducing the cost and meeting the steady working 

requirements of TPs [1, 2].  

Up to now, there has been a huge number methods 

proposed by scholars to apply for finding the best solution 

of such problem. They are Hopfield modeling (HM) [1], 

Tabu search (TS) [2], biogeography-based optimizer 

(BBO) [3], group search optimizer (GSO) [4], backtracking 

search (BS) [5], cuckoo search (CS) [6-8], charged system 

search algorithm (CSSA) [9], firefly optimizer (FO) [10], 

improved FO (IFO) [10], FO with an adaptive parameter α 

(APFO) [10] and memetic FO (MFO) [10], modified FO 

(MFO) [11], modified FO (MFO) [12],  modified 

stochastic search (MSS) [13], Moth swarm algorithm 

(MSA) [14] and Social Spider optimizer (SSO) [15, 16], 

particle swarm optimization (PSO) [17].  Among these 

methods above, only HM and TS are not the members of 

the meta-heuristic method's family. HM is based on neural 

network and Lagrange function while TS is based on single 

solution and heuristic algorithm. In [1], HM has been 

conquered disadvantages of classical HM [18] like the 

difficulty in selecting weighting factors of energy function 

(EF) and big computational dimension by using a linear 

input-output model for updating neurons. In addition, a 

new EF including power mismatch, total fuel cost and 

transmission line losses has been proposed. However, the 

real performance of such method only proved on a 3-unit 

system and a 20-unit system taking single fuel cost 

function and simple constraints into account. In fact, the 

method did not deal with the ELD problem with large test 

system dimension, nonconvex function and complex 

constraints having valve point effects and prohibit zones 

etc.  

Unlike HM, the mentioned remaining algorithms were 

successfully applied for coping with the complicated 
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problem. However, each method has not solved all 

optimization problems and existed strengths and 

weaknesses. So, a combination of two or more methods is a 

great choice to get their strong points to form a better one. 

From this view, some of methods to be hybrid Nelder–

Mead method and pattern search (NMPS) [19], genetic 

algorithm (GA) with quadratic programming (GA-QP) and 

GA with interior points (GA-IP) [20],  PSO with double 

elitist breeding (PSO-DEB) [21] and modified grey wolf 

optimizer with β-hill climbing optimizer (MGWO-βHCO) 

[22] have been recommended to value ELD problem. In 

[22], the strong point of each member algorithm is 

exploited effectively. Grey wolf optimizer (GWO) has an 

effective global search ability while β-hill climbing 

optimizer (βHCO) has a good local search ability. So, this 

combination makes MGWO-βHCO ensure the balance 

between narrow zone and large zone searches. Results 

obtained from the method are very impressive as compared 

to previous ones on five test systems from 3 units to 80 

units. However, execution time for whole searching 

process of the method was not reported in comparison 

tables of test cases. It is fact that time-consuming 

disadvantage is the main weakness of hybrid methods. 

Recently, the hottest issue that gets the concern of social, 

researchers and environmentalist, is exhausted of energy 

resources (ERs) and pollution emission (PE).  

Using renewable energy resources (RERs) to replace 

with traditional ERs and reduce, PE is regarded as an 

excellent alternative. Therefore, ELD problem should be 

expanded and added RERs. In [23, 24], ELD problem 

taking both solar-based power plants (SBPs) and wind-

based power plants (WBPs) into account  has been 

resolved by chaos PSO and backtracking search, 

respectively while other authors from [25, 26] have 

addressed ELD problem only considering SBPs utilizing 

PSO and Dragonfly optimizer (DO), in turns.  In [27],  

mixed systems with SBPs and TPs with the consideration 

of seasonality and prohibited operating zones is valued 

using DO. Clearly, the presence of RERs makes ELD 

problem to be complexed. To handle this problem, it 

requires a robust and strong tool for getting a global 

minimum in shorter execution time and fewer generation 

evaluations. In this paper, Marine predator optimization 

algorithm (MPA) is applied for dealing with the considered 

problem ELD and HELD. MPA was developed in 2020 for 

solving engineering design problems such as pressure 

vessel design, welded beam design, compression spring 

design, operating fan schedule for demand-controlled 

ventilation, building energy performance and its results 

were better than other methods such as PSO, GA, 

Gravitational Search Algorithm (GSA), CS, Salp Swarm 

Algorithm (SSA), Covariance Matrix Adaptation Evolution 

Strategy (CMA-ES). The superiority of MPA over other 

compared methods has attracted a huge number of readers 

and researchers. As a result, there are a lot of published 

papers using MPA for different problems such as ELD 

problem and HELD [28], forecasting confirmed cases of 

COVID-19 [29], diagnosing COVID-19 [30], designing 

photovoltaic model [31] and reconfiguring photovoltaic 

array system [32]. The remarkable point of MPA was 

demonstrated by the practice results as opposed to other 

previously reported methods about convergence speed and 

performance.  

Solar energy has a huge contribution to the significant 

decrease of employing fossil fuels for TPs in the hybrid 

economic load dispatch problem considering solar 

generators [23-27]. Solar energy has been used widely and 

increasingly in the last years [33].  In addition, the use of 

solar energy can avoid polluted emission generated by TPs 

[37], reduce power losses in transmission lines [38], 

improve the voltage profile [39], and reduce the costs of 

consumed electric energy [40]. This study recommends 

MPA for the ELD problem of an integrated power system 

involving the solar energy source. The task of MPA in the 

paper is to certify the optimal operation point to diminish 

total costs of the standard test system with 6 units and 20 

units, modified test system 1 with 6 thermal units and 2 

solar generators and modified test system 2 with 20 units 

and 2 solar generators. As result, this paper provides some 

main information for readers as follows: 

1) Propose modified test systems based on standard test 

systems for testing ELD problem with existing SBPs 

2) Designate the best proper control parameters for MPA 

to standard test systems and modified test systems, 

3)  Give details of the weakness and strengths of the 

MPA’s organization,  

4) Provide a useful view for operators and managers’ 

power system to value the effectiveness of RERs in 

hybrid power systems.  

2. MATHEMATIC MODEL  

2.1 The objective of the problem 

The fundamental goal of ELD problem regarding the solar 

energy generators has exploited the power as fully as 

possible from solar plants to reduce the total cost (TTC) of 

purchasing fossil fuels for each thermal plant (TP). The 

objective function (OF) [1] can be mathematically 

formulated as follows: 

Lessening TTC = ∑ FGg

Ng

g=1

 (1) 

 

where FGg is the generation function of the gth TP that can 

be constructed as the following quadratic function equation 

[5].  
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FGg= mg+ng×RPg+og×RPg
2;g=1,...,Ng (2) 

2.2 Constraints of the problem 

The OF is under the following constraints:  

Working limits: The generation of each TP should be 

limited for safety [5] as bellows: 

RPg,min ≤ RPg ≤ RPg,max (3) 

Power balance restriction: The total generation come 

from power output of TPs and SBPs must be equal to the 

sum of the load side power (LSP) and power losses (PL) 

[27]. 

 ∑ RPg 

Ng

g=1

+ ∑ RSPj 

Nsl

j=1

=LSP + PL  (4) 

The second term PL in Eq. (4) is power losses computed 

by employing Krone’s reduction technique [5]. 

PL= ∑ ∑ RPg×Bgj×RPj+ ∑ B0g

Ng

g=1

Ng

j=1

Ng

g=1

×RPg+B00 (5) 

2.3 Power output of solar plant  

The power output from SBPs is obtained dependent on 

energy conservation function from solar radiation as shown 

in equation (6) below [25] 

RSP(Am) = {
     RSPrated×

(Am)2

Astd×Rc
      0<Am<Rc

RSPrated×
Am

Astd
               Am>Rc

         

m=1, 2,...,T 

(6) 

3. MARINE PREDATOR OPTIMIZATION 

ALGORITHM AND FLOW CHART  

MPA was proposed by Afshin Faramarzi et al in 2020 

[28]. MPA was developed inspiring the hunting action of 

predators. In such MPA, the walks from Lévy flights and 

from Brownian motion were applied for the prey foraging 

strategy. In which, Brownian walk takes over the task of 

searching solutions in local spaces whilst Lévy flight walk 

is in charge of that of searching ones in large spaces. The 

real power of MPA has been valued by executing on some 

benchmark test functions and engineering design problems.  

Besides, MPA was used for implementation in different 

optimization fields such as forecasting, diagnosing, 

reconfiguring. The procedure for producing new solutions 

of MPA is constructed dependently on the comparison of 

velocity of praise and predators. As a result, there are three 

happened cases. Case 1, called the first stage, happens as 

preys have higher velocity than predators.  Case 2, called 

the second stage, takes place as preys and predators have 

the same velocity. Case 3, called the last stage is opposite 

to Case 1. The detail of these three stages is explained as 

follow: 

 

 

Fig. 1.  The search process of MPA. 

 

The first stage: The first stage is applied until c ≤
1

3
cmax . 

It is comprised of the two following equations.  

Initialize prey 

population

c =1

Evaluate the fitness and 

determine the best predator

Update preys using Eqs.(13) & (14) 

Yes

No

Update preys employing Eqs.(7) & (8)

Update preys in the first half population 

using Eqs.9 & 10 and the others half 

using Eqs.(11) & (12) 

Yes

No

- Evaluate the fitness of each prey

- Update preys

Update preys using Eq.(15) 

c = c+1

Stop researching

No

Yes

Update preys using Eq.(16) 

Yes

No

c ≤
1
3

cmax

c ≤ 
2

3
cmax

c = cmax

τ ≤ FADs
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Xg= Xg+𝛾*θ × Δg ;    g=1…Spop (7) 

Δg= ∂× (Xbest- ∂× Xg) (8) 

The second stage: The stage is implemented as  

  
1

 3
𝑐𝑚𝑎𝑥 < 𝑐 <  

2

 3
𝑐𝑚𝑎𝑥 . To ensure the balance ability of 

exploration and exploitation search mission, two 

mechanisms are recommended. Two equal population 

groups withdrawn from 𝑆𝑝𝑜𝑝  have taken over the 

mentioned work. 

 The work of group 1 is done by   

Xg= Xg+𝛾*θ × Δ1g;   g=1…Spop/2 (9) 

Δ1g= ε× (Xbest-ε× Xg) (10) 

The work of group 2 is carried out by using Eqs. (11) 

and (12) 

Xg= Xbest+ϑ×K × Δ2g;   

 g=Spop/2…Spop 
(11) 

Δ2g= η×(η×X
best

- Xg) (12) 

The last stage: The stage starts from c≥
  2  

3
cmax to 

c=cmaxand is carried out by: 

Xg= Xbest+ϑ×K ×Δ3g;    

g=1…Spop 
(13) 

 

Δ3g= η×(η×X
best

- Xg) (14) 

Updated solutions of each stage will continue being 

updated thanks to a comparison criterion as the following 

equations 

Xg= Xg+ [Xmin+ σ×(Xmax - Xmin)]× φ×K 

if τ ≤ FADs 
(15) 

 

Xg= Xg+ [FADs (1-τ)+τ]×(Xr1-Xr2);    

if τ >FADs 
(16) 

 

The solutions searching steps of MPA for the considered 

ELD problem are specified in Figure 1 

4. NUMERICAL RESULTS 

In this section, MPA method has been suggested for 

ELD and HELD problems with the presence of solar 

energy resource. MPA is run for four test systems 

considering several various constraints. The first two 

systems without solar generators are shown and the two 

last ones consider the real effect of appearing solar 

generators in the power system. In which, systems 1 and 2 

are conventional system with 6 and 20 units, respectively. 

Systems 3 and 4 are the modified systems of two 

mentioned ones. The data of the first two systems are, 

respectively, taken from [10] and [1], and shown in Table 

A1 and Table A2. The whole codes for MPA are written in 

a programming language of MATLAB 2018 and run on a 

personal laptop with 2.4 Ghz processor and 4GB RAM. To 

compare with other methods, fifty independent trial runs 

are implemented for each test system. Additionally, the 

selection for parameters of MPA to be population 

dimension (Spop) and the maximum iteration number (cmax) 

is determined for each case. 

4.1.  The impact analysis of the MPA parameters on 

System 1  

4.1.1. Choosing the best appropriate parameters of MPA 

method  

As showing the strong search of MPA, the smallest cost 

(Costmin) and standard deviation cost (std) are obtained for 

comparisons with other methods. So, Spop and cmax need to 

have the most effective values. For solving the four 

considered systems, these parameters are selected based on 

the system dimension and the settings of previously applied 

methods for obtaining good results and ensuring a fair 

comparison. The two parameters influence final obtained 

solutions and computation time. Normally, high values of 

these parameters support applied methods to find verry 

good results but it takes high computation time. On the 

contrary, applied methods have to suffer from bad results if 

low values are set for these parameters. But short 

computation time is a major advantage of this case. So, Spop 

and cmax are selected to reach both good result and suitable 

computation time. For each run, MPA produces 

[2.(Spop.cmax)] solutions whereas other ones produce either 

the same or smaller than the number of solutions, which is 

(Spop.cmax) solutions. The setting of Spop and cmax when 

solving the four systems always make sure that MPA 

produces smaller number of new solutions than other 

compared methods. And MPA is really more robust than 

others if it has the same or better results than others. 

This work has been done by two ways. In the first way, 

the value of Spop is kept constant while that of cmax is 

changed.  In another, the value of cmax is not changed while 

that of Spop is altered.  Load side power levels of System 1 

are 600,700 and 800 MW. To each load side power, these 

parameters have been investigated separately. For LSP of 

600 MW, collected results are displayed in Figures 2, 3 and 

4.  

As observing the results from three figures, Costmin 

found by MPA at cmax = 10 of Figure 4 is smaller than that 

in Figures 2 and 3 and Costmin of 31445.623$/h is the most 

optimal at cmax = 30 in Figures 2 and 3 and  cmax  = 20 in  

Figure 4.  If cmax continues to increase, this value is the 

same and it is no longer improved. However, we also need 

to assess robustness level of MPA through the value’ std. 

The std value is the smaller, the algorithm is considered to 

be the most stable. From this viewpoint, only cases with std 



H. S. Hoang et al. / GMSARN International Journal 16 (2022) 11-26                           15 

 

≤ 1 are displayed in Figures. The minimum std value 

obtained from MPA is approximately zero at cmax = 90 in 

Figure 2, cmax = 60 in Figure 3 and cmax = 40 in Figure 4, 

respectively. 

Finally, the most possible results such as Costmin, 

Costmean (the mean cost), Costmax (the highest cost), STD, 

Spop and cmax are summarized in Table 1 for LSP of 

600MW.  

Differences of Spop and cmax also get the same Costmin. 

But if we consider the number of generations, that of Spop = 

10 and cmax = 100 is the smallest. These values have been 

employed for setting MPA for System 1.  Table 2 offers 

Costmin, Costmean, Costmax and STD with Spop = 10 and cmax = 

100 for LSP levels of System. 

4.1.2. Result comparisons for System 1 

The results gotten from MPA as reported in Table 1 were 

compared to FO [10], IFO [10], APFO [10], MFO [10] and 

MFO [11] regardless of Costmin, Costmean, STD, Spop and 

cmax for three LSPs. All compared results are tabulated in 

Tables 3-5, respectively. Such tables show that the Costmin 

and Costmean of MPA are approximately equal. Two costs 

are better than those from other ones except for MFO [11], 

because it only reported Costmean.  

 

 

 

 
Fig. 3. The smallest cost and STD cost given by 50 trial runs with Spop=20. 

 

 
Fig. 4. The smallest cost and STD cost given by 50 trial runs with Spop=30 
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Table 1.  The best final results given by 50 trial runs for LSP of 600MW 

Costmin ($) Costmean ($) Costmax ($) STD Spop cmax 

31445.623 31445.626 31445.640 0.004 10 100 

31445.623 31445.627 31445.665 0.007 20 60 

31445.623 31445.631 31445.746 0.020 30 50 

 

Table 2.  The results given by 50 trial runs for LSP levels 

LSP (MW) Costmin ($) Costmean ($) Costmax ($) STD 

600 31445.623 31445.626 31445.640 0.004 

700 36003.124 36003.128 36003.160 0.006 

800 40675.968 40676.060 40679.287 0.488 

 

Table 3. The result comparisons of MPA and others of System 1 with LSP of 600MW 

Method FO [10] IFO [10] APFO [10] MFO [10] MFO [11] MPA 

Costmin ($) 31489 31447 31576 31481 31445.62 31445.623 

Costmean ($) 31842.75 31452.95 31945.7 31620.6 No 31445.626 

STD 243.84008 2.9285348 244.08931 95.848784 No 0.004 

Spop 25 25 25 25 No 10 

cmax 150 150 150 150 No 100 

 
Table 4. The result comparisons of MPA and others of System 1 with LSP of 700MW 

Method FO [10] IFO [10] APFO [10] MFO [10] MFO [11] MPA 

Costmin ($) 36075 36006 36036 36021 36003.12 36003.124 

Costmean ($) 36353.7 36010.3 36212.2 36114.6 No 36003.128 

STD 152.7413 2.5152168 75.797931 44.446775 No 0.006 

Spop 25 25 25 25 No 10 

cmax 150 150 150 150 No  100 

 
Table 5. The result comparisons of MPA and others of System 1 with LSP of 800MW 

Method FO [10] IFO [10] APFO [10] MFO [10] MFO [11] MPA 

Costmin ($) 40739 40676 40701 40740 40675.97 40675.968 

Costmean ($) 40982.05 40681.3 40886.6 40950.3 No 40676.060 

STD 121.88065 2.6969769 77.10171 110.85605 No 0.048 

Spop 25 25 25 25 No 10 

cmax 150 150 150 150 No 100 
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For reviewing the robustness of all compared methods, 

MPA is more stable than others due to owning the smallest 

STD. Specially, that of MPA is 0.004 whereas that of other 

ones is from 2.9285348 to 244.08931 with LSP of 600 

MW. For case with LSP of 700 MW, that of MPA is 0.006 

whereas that of other ones is from 2.5152168 to 152.7413. 

For the case with LSP of 800 MW, that of MPA is 0.048 

whereas that of other ones is from 2.6969769 to 121.88065.  

In addition, MPA’ Spop and cmax are 2.5 and 1.5 times less 

than others’, respectively. From here, it can give a 

comment that MPA has a more remarkable advantage than 

other methods for System 1. 

4.2 Result comparisons for System 2 

With the same manner as System 1, Spop and cmax of MPA 

have been also investigated to find the best correct values 

for System 2. Finally, Spop = 30 and cmax = 200 are adopted. 

For the data of System 2, readers can see in [1]. For testing 

the power of MPA, 50 successful trials are run and the 

collected results from the experiment process are used to 

compete with many available methods. Table 6 provides 

the optimal solutions attained from MPA and seven 

methods such as HM [1], BBO [3], GSO [4], BS [5], CS 

[6], MFO [12] and MSS [13] in respect of Costmin, 

For better view, Figure 5 is designed to show a Costmin 

comparison for seven mentioned methods. Costmin of 

62456.6331 ($) is the best value of this system that only 

four methods to be MPA, GSO [4], CS [6] and MSS [13] 

can achieve. That of HM [1], BBO [3], BS [5] and MFO 

[12] is respectively 62456.634, 62456.793 and 62456.6925. 

Considering the remaining terms, only MPA and CS [6] 

has a report. Regarding the stable method, STD of CS [6] 

is 0.0004 and that of MPA is 0.01665187.  MPA’ Spop is 20 

and is bigger than that of CS [6]. MPA’ cmax is 200 and is 

smaller than that of CS [6].   

 

 

Table 6. The result comparisons of MPA and others of System 2 

Method HM [1] BBO [3] GSO [4] BS [5] CS [6] MFO [12] MSS [13] MPA 

Costmin ($) 62456.634 62456.793 62456.63 62456.6925 62456.6331 62456.638 62456.63 62456.6331 

Costmean ($) No 62456.7928 62456.63 62457.1517 62456.63 No No 62456.6433 

Costmax ($) No 62456.79.35 62456.63 62458.1272 62456.63 No No 62456.7143 

STD No No No No 0.00004 No No 0.01665187 

Spop No No 400 No 10 20 10 20 

cmax No 400 300 20000 500 500 100 200 

 

 

 
Fig. 5. The cost comparison of eight methods. 
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Fig. 6. Load-side power and power output of SBPs of System 3. 

 

 

 
Fig. 7. Load-side power and power output of SBPs of System 4 

 

 
Fig. 8. Cost obtained from MPA of System 3 with and without SBP. 
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Fig. 9. Cost obtained from MPA of System 4 with and without SBP 

 

4.3. Result comparisons for Systems 3 and 4 

To further prove the MPA's search capabilities, we take 

it to implement Systems 3 and 4. A cooperation of 

operating thermal and solar units is shown in these 

systems. In which, System 3 is formed from System 1 

whilst System 4 is created from System 2. So, data of TPs’ 

operation parameters like the same as Systems 1 and 2 

whereas solar radiation and power output of solar genarator 

is presented in Tables A3 and A4 in Appendix. Because 

solar radiation has changed according to interval times, 

power output of solar genarator is not constant. Figures 6 

and 7 are plotted to offer load side power and power output 

of SBPs. 

To value the effect of solar energy resource on the 

existing power system, we have applied MPA to two 

hybrid systems with and without SBPs in 24 periods with 

different LSP levels. Figures 8 and 9 display the optimal 

solutions obtained from MPA for Systems 3 and 4. As 

comparing two above cases with and without SBP, cost 

reduction is significantly decrease. Namely, that of System 

3 is $ 65520.5 and that of System 4 is $ 47301.8.  

Optimal solutions of four systems are shown in Tables A5 

and A8 in Appendix 

5. CONCLUSION 

In this work, MPA was recommended for determining 

optimal operation parameters for two systems of the ELD 

problem and two systems of the HELD problem. In four 

test systems, the first two systems did not consider the 

presence of solar power generation while the last two 

systems regarded the operation scheduling of TPs and 

SBPs. The complicated levels of these systems were 

arranged from small to large systems and from simple to 

complex systems.  The analysis results from employing 

MPA on Systems 1 and 2 were compared with some 

optimization methods. MPA can reach a good solution 

quality, fast convergence, and stabilization of searching 

ability. So, MPA is deserving of a positive optimization 

method for the HELD. The results show that the use of 

renewable energy sources is very effective for fuel cost 

reduction if they are incorporated into the power system. 

With advantages of the proposed method, in future 

research, MPA can be introduced to deal with ELD 

problems considering complicated models of thermal 

generating units [34], hydroelectric plants [35-36]. In 

addition, reducing power loss in the transmission line and 

[38] improving voltage profile [39] can be future 

interesting studies. 

NOMENCLATURE 

Bgj, B0g, B00 
Coefficients of B-matrix for transmission power 

loss 

mg, ng, og 
Fuel burnt coefficients of cost function of the gth 

thermal unit 

RPg Real power output of the gth thermal unit 

RSPj Real power output of the jth solar genarator 

RSPrated Rated real power output of solar genarator 

RPg,min;  

RPg,max 

Lower and upper limits of real power output of 

the gth thermal unit  

T Number of time intervals 

Am Solar radiation of the mth time 

Astd 
Solar radiation corresponding to standard 

environmental condition 

Rc Radiation intensity in W/m2 

Ng Number of thermal genarators 
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Nsl Number of solar genarators 

Xbest The best solution 

Xg The gth solution  

c Current iteration  

γ Predetermined factor 

θ,ϑ randomly selected number 

∂, ε, σ,φ, τ Brownian based random number 

𝜇 Levy based random number 

K 
Decreased coefficient dependent on current 

iteration and highest iteration number 

Xmin, Xmax 
The minimum and maximum bounds of the 

solution 

FADs Fish aggregating equipment 

Pr1, Pr2 Two randomly choosed solutions 
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APPENDIX 

Table A1. Parameters of System 1 

Unit RPg,min RPg,max mg ng og 

RP1 (MW) 10 125 756.79886 38.53973 0.1524 

RP2 (MW) 10 150 451.32513 46.15916 0.10587 

RP3 (MW) 35 225 1049.9977 40.39655 0.02803 

RP4 (MW) 35 210 1243.5311 38.30553 0.03546 

RP5 (MW) 130 325 1658.5596 36.32782 0.02111 

RP6 (MW) 125 315 1356.6592 38.27041 0.01799 

 

 

Table A2. Parameters of System 2 

Unit RPg,min RPg,max mg ng og 

RP1 (MW) 150 600 1000 18.19 0.00068 

RP2 (MW) 50 200 970 19.26 0.00071 

RP3 (MW) 50 200 600 19.8 0.0065 

RP4 (MW) 50 200 700 19.1 0.005 

RP5 (MW) 50 160 420 18.1 0.00738 

RP6 (MW) 20 100 360 19.26 0.00612 

RP7 (MW) 25 125 490 17.14 0.0079 

RP8 (MW) 50 150 660 18.92 0.00813 

RP9 (MW) 50 200 765 18.27 0.00522 

RP10 (MW) 30 150 770 18.92 0.00573 

RP11 (MW) 100 300 800 16.69 0.0048 

RP12 (MW) 150 500 970 16.76 0.0031 

RP13 (MW) 40 160 900 17.36 0.0085 

RP14 (MW) 20 130 700 18.7 0.00511 

RP15 (MW) 25 185 450 18.7 0.00398 

RP16 (MW) 20 80 370 14.26 0.0712 

RP17 (MW) 30 85 480 19.14 0.0089 

RP18 (MW) 30 120 680 18.92 0.00713 

RP19 (MW) 40 120 700 18.47 0.00622 

RP20 (MW) 30 100 850 19.79 0.00773 
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Table A3. Data of Solar generator and LSPs of System 3 

Hour 
Am RSP1 LSP 

Hour 
Am RSP1 LSP 

(W/m2) (MW) (MW) (W/m2) (MW) (MW) 

1 0 0 500 13 703 141 1300 

2 0 0 500 14 736 147 1300 

3 0 0 500 15 586 117 1300 

4 0 0 500 16 425 85 1300 

5 0 0 500 17 291 58 1000 

6 0 0 500 18 86 10 1000 

7 111 16 900 19 0 0 1000 

8 311 62 1300 20 0 0 800 

9 375 75 1300 21 0 0 800 

10 503 101 1300 22 0 0 500 

11 617 123 1300 23 0 0 500 

12 686 137 1100 24 0 0 500 

 

 

Table A4. Data of Solar generator and LSPs of System 4 

Hour 
Am RSP1 LSP 

Hour 
Am RSP1 LSP 

(W/m2) (MW) (MW) (W/m2) (MW) (MW) 

1 0 0 1000 13 703 281 3500 

2 0 0 1000 14 736 294 3500 

3 0 0 1000 15 586 234 3250 

4 0 0 1000 16 425 170 3250 

5 0 0 1000 17 291 116 2500 

6 0 0 1500 18 86 20 2500 

7 111 33 2000 19 0 0 2500 

8 311 124 3000 20 0 0 2000 

9 375 150 3250 21 0 0 1750 

10 503 201 3500 22 0 0 1000 

11 617 247 3500 23 0 0 1000 

12 686 274 3250 24 0 0 1000 
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Table A5. Optimal solutions of System 1 

Units LSP=600 (MW) LSP=700 (MW) LSP=800 (MW) 

RP1 (MW) 21.190 24.972 28.763 

RP2 (MW) 10.000 10.000 10.000 

RP3 (MW) 82.074 102.656 123.246 

RP4 (MW) 94.385 110.625 126.875 

RP5 (MW) 205.359 232.699 260.029 

RP6 (MW) 186.993 219.047 251.089 

 

Table A6. Optimal solutions of System 2 

Units LSP=2500 (MW) Units LSP=2500 (MW) 

RP1 (MW) 512.8019 RP11 (MW) 150.2317 

RP2 (MW) 169.0878 RP12 (MW) 292.7676 

RP3 (MW) 126.9004 RP13(MW) 119.1109 

RP4 (MW) 102.9052 RP14 (MW) 30.7857 

RP5 (MW) 113.6926 RP15 (MW) 115.7923 

RP6 (MW) 73.5652 RP16 (MW) 36.2531 

RP7 (MW) 115.2959 RP17 (MW) 66.8733 

RP8 (MW) 116.4031 RP18 (MW) 87.9559 

RP9 (MW) 100.415 RP19 (MW) 100.8204 

RP10 (MW) 106.0275 RP20 (MW) 54.2793 

 

Table A7. Optimal solutions of System 3 

Hour 1 2 3 4 5 6 7 8 9 10 11 12 

RP1 (MW) 17.41 17.41 17.41 17.41 17.41 17.41 31.92 81.49 76.24 65.74 56.40 34.77 

RP2 (MW) 10.00 10.00 10.00 10.00 10.00 10.00 10.00 81.31 73.76 58.66 45.20 14.06 

RP3 (MW) 61.51 61.51 61.51 61.51 61.51 61.51 140.43 225.00 225.00 225.00 225.00 155.90 

RP4 (MW) 78.11 78.11 78.11 78.11 78.11 78.11 140.49 210.00 210.00 210.00 210.00 152.72 

RP5 (MW) 178.04 178.04 178.04 178.05 178.04 178.04 282.83 325.00 325.00 325.00 325.00 303.37 

RP6 (MW) 154.93 154.93 154.93 154.93 154.93 154.93 277.90 315.00 315.00 315.00 315.00 301.99 

 

Optimal solutions of System 3 (continuous) 

Hour 13 14 15 16 17 18 19 20 21 22 23 24 

RP1 (MW) 49.35 47.57 58.94 72.14 34.01 35.75 36.10 28.76 28.76 17.41 17.41 17.41 

RP2 (MW) 35.05 32.49 48.86 67.86 12.97 15.47 15.98 10.00 10.00 10.00 10.00 10.00 

RP3 (MW) 225.00 225.00 225.00 225.00 151.80 161.23 163.16 123.24 123.24 61.51 61.51 61.51 

RP4 (MW) 210.00 207.74 210.00 210.00 149.48 156.93 158.45 126.90 126.90 78.11 78.11 78.11 

RP5 (MW) 325.00 325.00 325.00 325.00 297.93 310.45 313.01 260.00 260.00 178.04 178.04 178.05 

RP6 (MW) 315.00 315.00 315.00 315.00 295.61 310.30 313.30 251.10 251.10 154.93 154.93 154.93 
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Table A8. Optimal solutions of System 4 

Hour 1 2 3 4 5 6 7 8 9 10 11 12 

RP1  

(MW) 
150.00 150.00 150.00 150.00 150.00 301.45 403.63 593.74 600.00 600.00 600.00 600.00 

RP2  

(MW) 
50.00 50.00 50.00 50.00 50.00 50.00 93.70 200.00 200.00 200.00 200.00 200.00 

RP3  

(MW) 
50.00 50.00 50.00 50.00 50.00 50.00 81.18 160.91 180.80 200.00 198.14 169.80 

RP4  

(MW) 
50.00 50.00 50.00 50.00 50.00 50.00 70.25 126.89 148.38 178.53 168.54 134.54 

RP5  

(MW) 
50.00 50.00 50.00 50.00 50.00 68.86 91.92 130.08 144.22 159.99 159.35 136.09 

RP6  

(MW) 
20.00 20.00 20.00 20.00 20.00 24.41 49.62 92.17 100.00 100.00 100.00 98.33 

RP7  

(MW) 
26.10 26.16 26.25 26.28 26.27 93.83 106.97 124.33 125.00 125.00 125.00 125.00 

RP8  

(MW) 
50.00 50.00 50.00 50.00 50.00 54.64 85.88 140.34 150.00 150.00 150.00 148.20 

RP9  

(MW) 
50.00 50.00 50.00 50.00 50.00 51.13 77.21 117.50 135.99 166.07 158.90 124.68 

RP10  

(MW) 
30.00 30.00 30.00 30.00 30.00 56.07 85.05 128.12 149.98 150.00 150.00 139.18 

RP11  

(MW) 
100.00 100.00 100.00 100.00 100.00 130.46 140.34 157.38 175.00 190.29 184.12 163.50 

RP12  

(MW) 
150.00 150.00 150.00 150.00 150.00 247.12 272.03 307.68 325.22 352.47 345.37 313.36 

RP13 

(MW) 
40.00 40.00 40.00 40.01 40.00 90.73 105.24 128.22 139.79 159.54 152.40 132.21 

RP14  

(MW) 
20.00 20.00 20.00 20.00 20.00 20.00 27.39 33.47 47.11 66.86 61.59 37.39 

RP15  

(MW) 
25.00 25.00 25.00 25.00 25.00 64.18 90.51 134.38 156.26 184.79 180.05 142.01 

RP16  

(MW) 
24.56 24.50 24.41 24.38 24.38 32.60 34.47 37.56 39.25 41.29 40.14 38.17 

RP17  

(MW) 
30.00 30.00 30.00 30.00 30.00 30.00 42.10 85.00 85.00 85.00 85.00 85.00 

RP18  

(MW) 
30.00 30.00 30.00 30.00 30.00 39.08 63.38 104.57 119.99 120.00 119.99 111.41 

RP19  

(MW) 
40.00 40.00 40.00 40.00 40.00 56.32 79.09 116.94 120.00 120.00 120.00 120.00 

RP20  

(MW) 
30.00 30.00 30.00 30.00 30.00 30.00 30.00 72.58 89.97 100.00 100.00 79.45 
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Table A8. Optimal solutions of System 4 (Continued) 

Hour 13 14 15 16 17 18 19 20 21 22 23 24 

RP1 (MW) 600.00 600.00 600.00 600.00 488.92 508.66 512.78 410.36 357.92 150.00 150.00 150.00 

RP2 (MW) 200.00 200.00 200.00 200.00 152.76 166.31 169.10 98.40 61.24 50.00 50.00 50.00 

RP3 (MW) 195.25 192.78 172.96 179.27 116.81 125.14 126.89 83.98 61.37 50.00 50.00 50.00 

RP4 (MW) 161.85 162.25 137.96 145.34 95.70 101.62 102.86 72.25 56.37 50.00 50.00 50.00 

RP5 (MW) 157.10 155.13 139.08 143.63 108.91 112.86 113.68 93.26 82.70 50.00 50.00 50.00 

RP6 (MW) 100.00 100.00 100.00 100.00 68.33 72.66 73.57 51.08 40.27 20.00 20.00 20.00 

RP7 (MW) 124.99 125.00 125.00 125.00 113.47 114.97 115.30 107.48 103.31 26.35 26.21 26.37 

RP8 (MW) 150.00 150.00 150.00 150.00 109.65 115.23 116.40 87.74 73.05 50.00 50.00 50.00 

RP9 (MW) 151.87 149.64 127.33 134.34 95.33 99.53 100.40 78.63 67.15 50.00 50.00 50.00 

RP10 (MW) 150.00 150.00 144.57 149.95 101.42 105.22 106.04 86.34 76.76 30.00 30.00 30.00 

RP11 (MW) 183.06 181.19 167.25 173.68 148.12 149.87 150.24 140.97 136.78 100.00 100.00 100.00 

RP12 (MW) 340.50 340.79 315.98 321.28 288.28 291.99 292.77 273.32 262.91 150.00 150.00 150.00 

RP13(MW) 149.59 146.96 133.88 138.12 116.09 118.60 119.11 106.10 99.06 40.00 40.02 40.00 

RP14 (MW) 58.14 57.26 40.85 43.56 30.18 30.73 30.83 27.66 25.52 20.00 20.00 20.00 

RP15 (MW) 173.84 171.65 145.40 152.77 110.30 114.86 115.80 92.08 79.76 25.00 25.00 25.00 

RP16 (MW) 40.23 40.01 38.55 39.33 35.87 36.19 36.26 34.58 33.82 24.32 24.44 24.29 

RP17 (MW) 85.00 85.00 85.00 85.00 61.41 65.92 66.86 43.62 31.74 30.00 30.00 30.00 

RP18 (MW) 119.99 120.00 114.31 120.00 82.58 87.04 87.97 64.91 53.22 30.00 30.00 30.00 

RP19 (MW) 120.00 120.00 120.00 120.00 96.05 99.98 100.80 80.45 69.71 40.00 40.00 40.00 

RP20 (MW) 99.91 99.50 83.04 88.75 48.94 53.38 54.30 31.36 30.00 30.00 30.00 30.00 

 
 


