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A B S T R A C T 

Global Solar Radiation (GSR) is a most significant constraint for the performance 

evaluation of every solar based power station. For realizing the optimum operation of a 

solar power plant GSR forecasting may play an important role. Hourly day-ahead 

forecasting can help solar power plant for hourly biding on power exchange to sell their 

electricity. The present work discusses 1 to 6-day-ahead hourly forecasting using Support-

Vector-Machine (SVM) and Model-Averaged-Artificial-Neural-Network (Model-

Averaged-ANN). In the present work, forecasting has been done for 12 months for the 

site which is located at of Gorakhpur, U.P., India. Ten methodological parameters have 

been taken to fit the models. All the methodological parameters data has been stored from 

Solar-Radiation-Resource-Setup (SRRS). From this analysis, it has been found that both 

SVM and Model Averaged ANN present good results up to 6 day-ahead forecasting. It is 

also found that the Model Averaged ANN presents better results than the SVM. 

 

1. INTRODUCTION 

Sun is the primary resource of every energy existing at this 

globe, it directly affects many agricultural, chemical, 

biological and solar power generation processes [1]. The 

GSR is the key element that shows the available solar power 

potential on the earth's surface [2], [3]. GSR forecasting may 

help to predict and identify how much solar energy will be 

available in the next few years or month or day or hour. Day-

ahead GSR forecasting may help the utility to forecast 

electricity which may be generate by any solar-power-plant 

in the forthcoming time. The GSR has a non-linear 

characteristic because of its uncertainty or intermittency. For 

non-linear data Machine learning models present better 

results than time series models hence, Machine learning 

algorithms can model the GSR very well [4]. The SVM and 

ANN models are very prominent tools of machine learning 

algorithms[5], [6]. Some relevant researches in connection 

to this are briefly discussed hereunder:  

Zeynab Ramedani et al. [7] have compared SVM and 

ANN models for GSR forecasting for a site location in Iran. 

Seven methodological variables had been used as the input 

variable and GSR had been used as an output variable in 

both the models. Radial function and polynomial function 

based SVM models and Levenberg–Marquardt training 

algorithm-based ANN model had been used in this case 

study for GSR forecasting. From the results, it has been 

found that the radial function based SVM model presented 

better results than the polynomial function based SVM 

model whereas, both these SVM models presented better 

results than Levenberg–Marquardt training algorithm based 

Neural Network. Ji-Long Chen [8] had compared twenty-

one SVM-models containing dissimilar kernel-functions as 

well as input variables. In that case study, 28-year monthly 

data have been used for the analysis. Data had been collected 

from the data collection center in China. Various SVMs 

having different kernel functions and having different 

combinations of maximum temperature and minimum 

temperature as input-based models had been compared in 

the study. It had been found that polynomial kernel-based 

SVM having maximal and minimal temp. as the input 

variable presented the best results. Some literature based on 

the least square SVM was also reported [9][10]. Hanna 

Meyer [11] had compared four machine learning models for 

optical rainfall retrievals. In that case study Random Forest, 

ANN, SVM and Model Averaged ANN have been 

compared. It had been found that Model-Averaged-ANN 

shows better outcome than SVM and Random Forest Model. 

From the Literature-survey, the observation is that SVM 

and ANN-models are presenting good results for GSR 

forecasting. Also, the radial function based SVM model 

shows better results than the polynomial based SVM model 

and ANN models [7]. It has also been found that the Model 

Averaged ANN model can present better results than other 

ANN models [10]. Hence, in this paper, the Model-

Averaged-ANN model has been compared with radial 

kernel function based SVM. One-year hourly data has been 
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used in this study for GSR forecasting for Madan-Mohan 

Malaviya-University of Technology (MMMUT), Gorakh-

pur, U.P., India. To examine result appropriately one to six-

day-ahead GSR predictions have been achieved for every 

month of a year. Forecasting has been done on the R 

software platform [12]. 

The paper has been divided into 4 sections. Second 

section deals with methodologies used in the paper. In this 

section details of the site location, data set, SVM model, 

Model-Averaged-ANN model and various statistical 

parameters have been discussed. The third and most 

important part of the paper is dedicated for forecasting 

outcomes of SVM model and Model-Averaged-ANN 

model. In that segment, the findings of SVM-model, the 

findings of Model-Averaged-ANN along with a comparison 

of both these models have been discussed. In the fourth and 

the last section the analysis and comparison of the outcome 

have been discussed.  

2. METHODOLOGY  

2.1 Site Location and Data  

The city Gorakhpur is situated in the north constituency of 

India. Gorakhpur is the nearest city just before the border of 

India and Nepal. The MMMUT is a technical University 

situated at Gorakhpur since 1962. The site location of 

MMMUT is at Latitude of26°43’50.41”North and 

Longitude of83°26’2.8”East. Google map view visualizing 

MMMUT is shown in Figure 1 [13]. 

 

 
Fig. 1. Site Location of the MMMUT. 

Reliability of data is very important hence in this case 

study various metrological data have collected from SRRS 

which is mounted on the top of the Electrical-Engineering-

Department, MMMUT, Gorakhpur [14][15]. Actual view of 

the SRRS is shown in Figure 2. In this case study, 1st January 

2017 to 31st December 2017 (One Year) data has been used. 

Nine methodological data, Minimal Temp.(°C), Maximal 

Temp.(°C), Average Temp.(°C), Wind Speed(m/sec), 

Rain(mm), Dew Point(°C), GSR(w/m2), Atmospheric 

Pressure(mb), and Solar Azimuth (°) have been collected for 

the setup.  

 

Fig. 2. View of Data Collection Setup. 

2.2 Model Averaged ANN  

Artificial-Neural-Network (ANN) is a machine-learning 

model that has been developed as based on function of the 

human brain. It computationally simulates the behavior of 

neurons of the human brains for fitting the model [16]. There 

are various algorithms to model ANN structure such as feed-

forward ANN, backpropagation ANN, Levenberg–

Marquardt ANN, Deep learning ANN and Model Averaged 

ANN. Out of these Model Averaged ANN is a very 

promising neural network [11][17].  

Model-Averaged-ANN is a special type of ANN which 

creates various ANN model and compiles there outcome to 

produce final outcome instance of generating a single ANN 

structure [18], [19]. This model firstly develops various 

ANN models having different weights, layers, input 

variables or other parameters and finally, the best-forecasted 

results of different models have been averaged to generate 

final forecasting outcome. The details of Model averaged 

ANN have been presented in the book authored by Ripley 

[20]. 

2.3 Support Vector Machine (SVM) 

SVM is one of the supervised learning model which has 

been developed by Vapnik [21], [22]. The SVM models are 

widely used for regression and classification. The SVM 

model is based on the theory of structural-risk-minimization 

(SRM) principle which presents better results than 

traditional-empirical-risk-minimization (ERM) principle 

that is used in ANN modeling. The SRM minimizes the 

greater bound of generalization error that deals with both 

sums of training errors as well as a confidence levels based 

on the Vapnik–Chernoverkis dimension whereas ERM 

minimizes only training error [23]. The SVM model does 

the regression by the use of Kernel function which is high 

dimensional feature space. The SVM generates a unique 

solution because it works on the principle of the global 

optimal solution in the place of the local optimal solution as 

in ANN. Let us consider a set of data points are 
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  ,
n

P x da a a
 (where, xa is input vector, 

ad

is target value  and n is the range of data . The SVM 

approximates the input-output relationship by the following 

formula [1], [7], [24], [25]: 

( ) ( )f x W x B   (1) 

where,  (x) is the dimension feature space mapped from the 

input x; Coefficient w and B can be estimated by minimizing 

the regularized risk function below: 

 (2) 
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1
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1

n
c L ya a
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is the empirical error and it can be 

measured by function L , L can be calculated be fallows: 
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(3) 

where, 
2

W  presents regularization, c is the error penalty 

parameter,  is tube size. B and W can be calculated by 

transforming Eq. (2) into Eq. (3) by introducing new scale 

variables  a  and 
*
a  as follows:  

1 2(*) *
( , ) ( )

12

n
Minimize R W W c a aSVM a

    
  

(4) 
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d W x ba a a a
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W x b da a a a a

  

   

   

    
 (5) 

Lastly, by addition Lagrange-multipliers as well as 

exploiting the optimality constraints, the decision fun. by 

Eq 1 has the final form: 

* *
( , , ) ( ) ( , )

1

n
f x y y y y K x x ba a a a a

a
  


 

(6) 

From the eq. (6) terms ( , )K x xa b
 are known as the 

Kernel Function. The value of Kernel function is the vector 

product of xa  and x
b

in the feature space of a and b , it 

means that ( , ) ( ) ( )K x x x xa ab b
   . There are three 

basic kernel-functions namely, Liner-Kernel-Function, 

Polynomial-Kernel-Function, and Radial-Kernel-Function. 

The Linear-Kernel-Function can be shown as

( , )K x x x xa ab b
   Polynomial-Kernel-Function can be 

shown as ( , ) ( 1)
d

K x x x xa ab b
    and Radial-Kernel-

Function can be shown as 
2

( , ) exp( )K x x x xa ab b
  

wherever, d  and   are kernel parameters. 

2.4 Performance Evaluation  

For the SVM and Model Averaged ANN models have been 

evaluated based on Mean-Bias-Error (MBE), Root-Mean-

Square-Error (RMSE) and Mean-Absolute-Error (MAE),  as 

these are most significant statistical indicator [26]. MAE and 

RMSE shows the magnitude of the average error whereas 

MBE describe the direction of the error bias. These errors 

can be formulated as below: 

1

/

N

k

MBE e N



  (7) 

1

/

N

k

RMSE e N



   (8) 

1

/

N

k

MAE e N



  (9) 

where, e is the error between the actual and forecasted values 

and N is the integer of interpretation.  

3. FORECASTING RESULTS  

One to Six-day-ahead GSR prediction has been done on each 

and every month data for 2017 by the SVM model and 

Model Averaged ANN model. For both of the models, time 

and eight methodological variables have been taken as input 

variables whereas GSR has been taken as the target variable. 

3.1 Performance of Modal Averaged ANN  

For the Modal-Averaged-ANN forecasting, an ANN 

network having nine input layers ten hidden layers and one 

output layers containing 111 weights has been used. Five 

different neural networks with different random number 

seeds have been used for averaging of models. The R 

package “avNNet” has been employed for these forecasting 

[27]. Figure 3 shows one to six day-ahead forecasting and 

actual value graph in the month of May.  

Table 1 represents various errors associated in Model-

Averaged-ANN forecasting. From the results, it has been 

found that for one-day-ahead forecasting, the minimum 

forecasting errors are in the month of November whereas, 

the maximum forecasting errors are in the month of July and 

the average RMSE is 64.99%. For two-day-ahead 

forecasting, the minimum forecasting errors are found in the 

month of October whereas, the maximum forecasting errors 

are in the month of July and the average RMSE is 76.15%. 

In three-day-ahead forecasting, the minimum errors are in 

the month of October whereas, the maximum forecasting 

errors are in the month of May and the average RMSE is 

70.20%. For four-day-ahead forecasting, the minimum 

forecasting errors are found in the month of October 

whereas, the maximum forecasting errors are in the month 

of May and the average RMSE is 64.39%. For five-day-

ahead forecasting, the minimum forecasting errors are found 

1 1 2
( ) ( , )

1 2

n
R c c L y Wa aSVM an

 
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in the month of October whereas, the maximum forecasting 

errors are in the month of May and the average RMSE is 

68.81%. For six-day-ahead forecasting, the minimum 

forecasting errors are found in the month of October 

whereas, the maximum forecasting errors are in the month 

of May and the average RMSE is 75.48% 
 

 

 

 

 

 

 
Fig. 3. Actual and Forecasted Value Graphs Associated from 

Model-Averaged-ANN Model Forecasting 

3.2 Performance of SVM Model  

Radial kernel function based SVM models have been used 

for GSR forecasting of all 12-month data on 2017 for site 

location of Gorakhpur, U.P., India. The R package “e1071” 

has been used for SVM model forecasting [28]. Figure 4 

presents 1 to 6-day-ahead forecasting and actual results of 

the month of May.  
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Fig. 4. Actual and Forecasted Value Graphs Associated from 

SVM Model Forecasting. 
 

 

Table 1. Errors Associated in Model-Averaged-ANN Model Forcastings 

Day-

ahead 

Foreca

sting 

Spam 

Errors Jan17 Feb17 Mar17 Apr17 May17 Jun17 Jul17 Aug17 Sep17 Oct17 Nov17 Dec17 

1 

MBE -45.07 -25.35 -26.58 -69.05 -35.08 -12.42 15.17 -5.61 -32.35 6.75 -0.62 -39.42 

RMSE 88.54 45.29 81.66 106.83 71.17 34.52 113.28 33.42 52.55 42.58 28.06 81.94 

MAE 55.33 32.89 67.50 69.05 52.80 27.11 72.94 21.46 42.90 35.28 20.85 51.69 

2 

MBE -46.83 5.65 -0.99 -52.17 -10.85 13.27 37.72 -64.84 -41.16 -1.05 -8.31 -49.17 

RMSE 98.46 27.42 65.77 86.74 107.96 48.31 115.30 110.46 79.57 25.36 38.18 109.85 

MAE 59.60 23.16 34.26 53.44 70.75 37.52 66.33 75.47 49.91 20.27 24.42 71.67 

3 

MBE -26.46 10.16 -3.96 -22.25 -49.70 18.06 10.97 -59.45 -19.22 8.36 -10.02 -22.75 

RMSE 75.31 25.98 57.89 77.38 144.86 50.54 92.50 130.74 57.62 24.90 37.59 67.06 

MAE 47.69 20.78 30.82 34.52 80.72 34.96 55.16 75.71 44.75 20.21 24.08 42.94 

4 

MBE 10.77 17.91 -26.56 -18.84 -46.67 25.8 3.02 -42.23 -21.99 8.13 -10.20 21.64 

RMSE 55.49 33.60 58.77 66.12 127.02 61.89 89.68 92.47 55.59 23.91 36.47 71.67 

MAE 38.10 24.80 47.69 26.85 86.49 45.24 53.58 58.07 43.76 19.70 24.35 46.76 

5 

MBE 1.07 42.11 -21.91 -5.64 -31.14 27.95 -1.63 -41.14 -19.79 13.86 -6.38 0.63 

RMSE 81.29 54.71 59.16 61.94 118.68 67.16 85.99 87.35 55.12 32.08 47.84 74.45 

MAE 50.68 43.44 33.93 30.28 80.01 49.18 49.37 57.63 45.27 26.02 30.94 45.87 

6 

MBE 6.72 57.95 -20.54 20.14 -3.74 25.70 -8.36 -34.37 -25.69 21.28 -11.28 5.00 

RMSE 74.09 77.02 62.98 76.46 120.57 71.86 91.52 73.43 78.61 35.93 73.13 70.21 

MAE 42.48 61.28 34.43 42.75 67.01 53.47 54.20 48.69 52.11 30.82 39.66 44.37 
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Table 2. Errors Associated in SVM Model Forcastings 

Day-

ahead 

Foreca

sting 

Spam 

Errors Jan17 Feb17 Mar17 Apr17 May17 Jun17 Jul17 Aug17 Sep17 Oct17 Nov17 Dec17 

1 

MBE -3.75 -22.04 25.11 -27.00 40.10 -37.48 11.62 61.22 22.20 17.32 6.87 -3.27 

RMSE 18.54 44.73 94.99 135.51 85.30 78.59 130.71 114.13 70.67 45.72 67.87 16.35 

MAE 14.55 37.20 68.82 79.96 63.21 59.32 87.34 66.82 41.84 38.57 44.15 12.61 

2 

MBE -22.81 -17.84 44.49 -6.05 59.01 -12.72 31.41 -13.33 5.41 3.37 0.32 -20.50 

RMSE 51.48 48.70 99.36 103.46 125.89 79.87 128.44 103.42 59.40 34.13 53.64 46.31 

MAE 34.08 41.21 74.16 60.64 81.06 61.01 78.54 64.31 38.64 29.14 35.05 30.65 

3 

MBE -21.90 10.44 32.86 -18.04 28.08 15.05 32.86 -44.99 20.74 12.93 15.53 -19.70 

RMSE 62.71 51.67 97.44 91.64 128.56 116.10 117.17 111.86 81.18 36.57 74.11 56.44 

MAE 45.04 43.55 68.41 56.63 87.18 77.43 67.04 71.26 53.28 30.83 47.59 40.54 

4 

MBE 11.33 18.32 6.74 -12.78 38.47 12.54 -7.89 -32.58 25.84 10.29 16.27 4.96 

RMSE 62.42 58.21 59.95 87.63 119.33 113.43 106.08 100.25 92.18 37.14 73.66 75.64 

MAE 36.45 44.80 42.39 55.24 82.65 80.17 68.56 65.24 63.23 31.88 47.56 48.88 

5 

MBE -20.60 24.32 4.41 -20.88 49.75 21.08 -13.86 -26.59 16.65 17.11 8.28 -18.52 

RMSE 111.72 65.37 58.17 90.21 127.71 122.19 100.14 96.02 85.40 45.71 75.39 100.54 

MAE 74.27 49.40 41.24 63.15 86.33 91.08 66.53 64.31 57.87 37.60 49.91 66.85 

6 

MBE -16.03 19.05 -25.41 4.67 47.74 38.96 -7.00 -27.21 6.73 23.62 -0.02 -14.43 

RMSE 103.53 73.89 85.44 101.71 124.01 147.87 100.06 91.35 91.31 48.66 77.72 93.17 

MAE 67.26 54.19 66.03 73.60 85.57 112.27 67.50 63.17 59.78 40.55 50.27 60.53 

 

3.3 Comparison  

The RMSE is the most important statistical parameter to 

check the forecasting performance of any model hence, 

Model-Averaged-ANN and SVM model have been 

compared based on RMSE. Figure 5 presents a comparison 

of Model-Averaged-ANN and SVM model for one to six-

day-ahead forecastings for every month based on RMSE. 

Figure 5(a) presents the RMSE graph for one-day-ahead 

forecasting in every month. From this figure, we may 

observe that RMSE of Model-Averaged-ANN is less than 

the SVM model except in the month of January and 

December and Avg. RMSE of Model-Averaged-ANN 

model is also quite less than the SVM model for 1-day-ahead 

forecasting. Figure 5(b) presents the RMSE graph for two-

day-ahead forecasting in various months. From this figure, 

we may observe that RMSE of Model-Averaged-ANN is 

below the SVM model within most of the cases and the avg. 

RMSE of Model-Averaged-ANN model is also less than 

SVM model for 2-day-ahead forecasting. Figure 5(c) 

presents the RMSE graph for three-day-ahead forecasting 

within every month. From figure 5(c) it may be observed 

that RMSE of Model-Averaged-ANN is below the SVM-

model in most of the cases and the avg. RMSE of Model 

Averaged ANN model is also less than SVM model for 

three-day-ahead forecasting. Figure 5(d) presents the RMSE 

graph for 4-day-ahead forecasting in every month. From this 

figure, we may observe that RMSE of Model Averaged 

ANN is less than the SVM model except in the month of 

May and the Avg. RMSE of Model-Averaged-ANN model 

is also less than the SVM model for four-day-ahead 

forecastings. Figure 5(e) presents the RMSE graph for four-

day-ahead forecasting in every month. From figure 5(e) it 

may be observed that RMSE of Model-Averaged-ANN is 

less than the SVM model except in the month of March and 

the avg. RMSE of Model-Averaged-ANN model is also less 

than SVM model for five-day-ahead forecasting. Figure 5(f) 

presents the RMSE graph for six-day-ahead forecasting in 
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every month. From this figure, we may observe that RMSE 

of Model-Averaged-ANN is less than the SVM model 

except in the month of February and the avg. RMSE of 

Model-Averaged-ANN model is also less than the SVM 

model for six-day-ahead forecasting. Hence from the 

observations, it can say that Model-Averaged-ANN is 

presenting quite better results than SVM in this case study.  

A thorough study of the findings reveals that both the 

Model-Averaged-ANN and SVM models exhibit strong 

performance. Viewing the differences between the results of 

the one-day forecasting and the six-day forecasting, we 

notice that in the case of Model-averaged-ANN, the 

differences between the RMSEs of the one-day forecasting 

and the RMSEs of the six-day forecasting were just 10.49%, 

whereas in the case of SVM model, the differences were 

19.64%, both of which were within acceptable bounds. This 

demonstrates that we would achieve acceptable results if we 

extended the forecasting day-ahead period. Additionally, a 

longer day-ahead forecasting period is preferable to a shorter 

one. We can accurately predict the value of solar radiation if 

we want to predict its availability up to 6 days in advance 

(within standard prescribed limits). Numerous applications, 

including predictions of solar power availability, analysis of 

the thermal loads on buildings, studies of the energy balance 

of the atmosphere, aspects of farming, and sun-dependent 

industries, can benefit from these findings. 

4. VALIDATION OF FORECASTING RESULTS 

Even though MBE, RMSE and MAE are good performance 

indicators but they are not able to validate the forecasting 

results. The t-static error can validate the results to check 

whether the results are statistically significant or not. 

Standard t-static error provides standard values of the t-static 

error below which value of t-static error, forecasting results 

are statistical significate [29]. The t-static errors could be 

computed as: 

 

 (10) 

   

Table 3 presents calculated and standard-t-static errors at 

95% confidence-level. Table 3 (a) shows the t-static error of 

Model-Averaged-ANN model and Table 3 (b) shows the t-

static error of SVM model. From the tables, it may be notice 

that in all cases t-static error is less than the stander-t-static 

error hence all the forecasting results are statistically 

significant. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

  

   

1/2
2

2 2

1N MAE
t

RMSE MAE

 
 
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(e) 

 
(f) 

SVM  Model Averaged ANN  

Fig. 5. Comparison of (a) one-day-ahead (b) two-day-ahead (c) 

three-day-ahead (d) four-day-ahead (e) five-day-ahead (f) six-

day-ahead Forecasting RMSE in all months of 2017. 
 

Table 3. The t-static error from Model Averaged ANN and SVM model and Standard-t-static error 

 
 

5. CONCLUSIONS  

In this case study, GSR one to six-day-ahead hour-wise 

prediction has been achieved using SVM and Model-

Averaged-ANN for the whole month of 2017 for the city 

Gorakhpur. A total of 10 input variables are selected for 

these forecasting. Authentic records have been chosen for 

the study that have been secured from the SRRS. The 

various outcomes come from this study have been given 

below: 

 This paper presents GSR forecasting on an hourly basis 

which will be helpful in the estimation of available 

solar-power each hour. This type of prediction 

outcomes certainly advantageous for independent-

System-Operators (ISO) in there bidding process.  

 Both SVM and Model Averaged ANN models are 

presenting very good results and also, these models 

present good results up to for 6-day-ahead forecasting 

hence these models can be employed up to for 6 day-

ahead forecastings. 

 Forecasting errors are high in raining months because 

the variation in the GSR is high in these seasons due to 

clouds in India whereas in winter forecasting errors are 

less because in winter seasons lesser variation in GSR 

is found. 

 For this case study, the Model Averaged ANN model 

presents better results than the SVM model. 
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