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A B S T R A C T 

This paper evaluates the effectiveness of the Long Short-term Memory (LSTM) method 

using the P/GHI (power/Global Horizontal Irradiance) factor and validation in the training 

process to forecast the generating capacity of a solar power plant (SPP) in case of changing 

the weather by seasons and changing geographic position conditions in Vietnam. The 

parameter matrix of the LSTM model for a SPP in the central part of Vietnam, where the 

climate is different from that of the southern part of Vietnam, is built based on the training 

and data filtering methods using the P/GHI factor and validation. The obtained model is 

applied to forecast the generating capacity of this SPP at specific climatic times of the 

region: sunny season, and rainy season, one day and one month, correspond. The input 

parameters are the real weather parameters and real output power in the past of the plant. 

Forecast results are compared with real output power data of the plant in the past. The 

calculation results show that the predicting method is still highly effective with MAPE 

error in the case of forecasting the generating capacity of SPP s in the period from 6:00 to 

18:00 is about 8.0% to 9.4%. Comments and orientations for further research to be able 

to apply forecasting software for solar power plants in actual operation are proposed. 

 

1. INTRODUCTION 

The total capacity of renewable power sources in the world 

as of December 2021 reaches 3068 GW [1] (Fig.1), in which 

solar energy accounted about 855 GW. Of the 260GW total 

renewable power capacity added by 2021 in the world, Asia 

contributes 60%. 

Vietnam is one of the countries in Asia focusing on 

encouraging the exploitation and development of solar 

energy sources. With preferential policies on FIT prices over 

the years, according to statistics from EVN (Vietnam 

Electricity), in 2019 there were 5052 MW, 105 projects of 

SPPs integrated into the national power grid. The capacity 

of these SPPs is about 30-50 MW and located in areas 

having high solar radiation such as the Central and Southern. 

Up to now, according to the statistics of the National Load 

Dispatch Centre, A0, there are 146 SPPs in Vietnam with a 

total capacity of about 8800 MW. 

Depending on the needs of renewable energy (RE) plants 

and how the electricity market is managed in each country, 

owners of renewable power plants can choose to participate 

in the energy market or the reserve market [2]. Regardless 

of market participation, RE plants that do not use battery 

storage systems need a reasonable adjustment strategy to 

achieve the highest economic efficiency, avoiding the 

reduction of generating capacity [3]. In order to have a good 

competitive bidding strategy when entering the market, it is 

necessary to accurately forecast the generating capacity as 

well as the load demand [4]-[6]. 

There are many forecasting methods, the most popular 

today are persistence, physical and statistical models [2]. 

The persistence model is the simplest when using only an 

existing sample from the past [7]. In the Physical method, 

the future meteorological parameters are forecasted, through 

which the predicted output power is determined through the 

formulas [8, 9]. Statistical methods determine the 

correlation between past and present data to predict the 

output power. Statistical methods have two main techniques: 

time series [10]-[12], and Artificial Intelligence [13]-[18]. 

Which, the second group of techniques is being used by 

many authors [19]. Authors in [20] proposed a solution to 

improve the training process of the LSTM network to predict 

the generating capacity of industrial-scale solar power plants 

in Vietnam. The authors used the P/GHI coefficient to 

process input data as well as validation to increase accuracy 

and reduce model training time. 
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Fig.1. Global renewable generation capacity. 

 

To evaluate the effectiveness of this predicting method, 

applying the obtained model to forecast the generating 

capacity of SPPs in other regions with different weather 

patterns is necessary. In this paper, the authors apply the 

training and data processing methods proposed in the article 

[21] to build a parameter matrix of the LSTM model for 

SPPs in the central part of Vietnam, where the climate is 

different from that of the southern part of Vietnam. The 

obtained model will be applied to predict the generating 

capacity of this SPP at specific climatic times of the region: 

sunny season, and rainy season. The input data are the real 

weather parameters and real generating capacity in the past 

of the SPP. Forecast results are compared with real output 

power data of the plant in the past. 

Central Vietnam is an area characterized by two seasons: 

sunny and rainy. The rainy season usually starts from 

September to February next year. The application of the 

LSTM model for both sunny and rainy seasons is 

meaningful to survey the suitability of the application 

model. And the archived results could be the basis for 

proposing solutions to apply forecasting software for SPPs 

in Vietnam. 

In this paper, the proposed LSTM method will be 

presented, then the input data will be processed to remove 

unnecessary outliers, the network training process, and the 

selection of the coefficient matrix of the LSTM in 

accordance with the requirements. The factory construction 

area is carried out. The experimental part will apply the 

model found to the scenarios: A typical day in the rainy 

season, A typical day in the sunny season, a typical month 

in the rainy season, and a typical month in the sunny season 

to evaluate the effectiveness of the obtained LSTM model. 

Finally, conclusions, evaluations, and future research 

directions are discussed. 

2. MATERIALS AND METHODS 

2.1. Long Short - term memory network 

A neural network is a type of function that can map one set 

of values to another set in a mathematical way. It can be used 

in predictive models to convert feature vectors into scalar 

values, which is useful for solving regression problems. 

Recurrent neural networks (RNNs) are a type of neural 

network that can take input vectors as sequences, but they 

face a significant challenge with vanishing and exploding 

gradients, which is more severe than in traditional deep 

neural networks. This is because normal RNNs use the same 

weight parameters between recurrent units, unlike deep 

neural networks which have different weights between 

layers that can cancel each other out. To address this issue, 

the authors in [21] have investigated deep neural networks 

for long sequences, and one popular solution is a type of 

RNNs called Long Short-term Memory (LSTM). LSTM 

replaces every hidden unit of a normal RNN with LSTM 

cells, which can help mitigate the problem of vanishing and 

exploding gradients. Additionally, each LSTM cell has a 

special connection called the cell state, as shown in Figure 

2. 

 

 

Fig.2. Long short-term memory (LSTM) networks. 
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2.2. Training with validation 

To avoid overfitting, in [20], the authors used training 

techniques with validation. Part of the training dataset will 

be separated independently to continuously calculate the 

error after each epoch to make the decision about stopping 

or continuing training to achieve the model with the best 

accuracy as in Fig.3. 

The training data in epochs (iterations) are loaded into the 

LSTM model with the default weighted matrix to find the 

training error value (calculated as the absolute value of the 

difference between the forecast generating power that the 

LSTM model and the weighted matrix of previous epoch 

with the input actual metering power).  

After which, the weighted matrix is adjusted accordingly, 

consequently, the load verification dataset is also loaded into 

the LSTM model with the weighted matrix this epoch and 

the validation error value is found (calculated as the absolute 

error value of the result from the forecast generating power 

that the LSTM model and the new weighted matrix finds 

with the input data being the actual validation dataset). 

 

Fig.3. Train with validation: Dataset split & loss (MAE) during 

the training epochs.  

 

 
 

2.3. Criteria for evaluating the forecasting results.  

In this research, the criteria for evaluating the forecasting 

results are:  

 
(1) 

 

 

(2) 

 

(3) 
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(4) 

 

where, 

PM - the measured capacity of the SPP 

PP - predicted capacity of the SPP 

PRate - installed rated capacity of the SPP 

N - the number of sampling points 

MAE - the Mean Absolute Error 

MAPE – the Mean Absolute Percentage Error 

MSE – the Mean Square Error 

RMSE - Root Mean Square Error 

3. DATA 

3.1. Collecting data 

In this study, the operating data of a 50 MW solar plant in 

central Vietnam was collected. Dataset was collected from 

5/2019 to 4/2020, Fig.4. The data resolution is 05 minutes. 

The features include: 

- Average generating power in 05 minutes (MW) 

- Average Global Horizontal Irradiance (GHI) radiation 

in 05 minutes (W/m2) 

- Average ambient temperature in 05 minutes (0C) 

One-month generating capacity of the plant during the 

sunny season, and the generating capacity on a typical day 

of the sunny season are presented in the Fig.5, Fig.6 

respectively. The generating capacity for one month of the 

plant during the rainy season, and the generating power in a 

typical day of rainy season are presented in the Fig.7, and 

Fig.8 respectively. 

 

 
Fig.5. One-month generating capacity in the sunny season. 

 

 
Fig.6. Generating capacity on a typical day of the sunny season. 

 

The collected data has many unreliable points as shown 

in Fig.9. In many points even though the GHI is zero, the 

power P value is non-zero or the ratio between P and GHI is 

abnormal. Using the four-step method which uses P/GHI 

factor [20], to filter bad data, the relationship between 

generating power and irradiance after data processing is 

shown in Fig.10. 
 

 

Fig.7. One-month generating capacity of the plant during the 

rainy season. 

 

 
Fig.8. Generating capacity on a typical rainy season day 

3.2. Data processing 

The relationship between generating power and irradiance 

before data processing is shown in Fig.9. 

 

 
Fig.9. The relationship between generating power and 

irradiance before data processing.  

 

 
Fig. 10. The relationship between generating power and 

irradiance after data processing. 
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4. TRAINING THE MODEL 

4.1. Model training parameter settings  

The model has been trained by using the training techniques 

with validation being presented in section 2.2 with the 

parameters setting have proposed by [20] include: 

- LSTM model 04 layers: each layer has 100 nodes 

- Time delay input: 04 step 

- Activation: ReLU 

- Loss function: MAE (Mean Absolute Error) 

- Optimization: Adam 

- Valid rate: 10% 

- Epoch train: 100 epochs,  

- Early stopping: True, Patient = 20 

4.2. Training process  

Train loss and Valid loss graph of the training process is 

shown in Fig.11. 
 

 
Fig.11. Train loss and Valid loss during training 

 

The training uses the early stopping technique. From 

Fig.11 we can see that the valid loss min at epoch 25, after 

the next 20 epoch valid loss does not improve so the best 

model is selected at Epoch 25. The MAE of the best loss 

obtained is 1.09045.  

5. APPLYING AND RESULTS 

The climate of Vietnamese central region belongs to the 

temperate type of climate. The characteristic of this type of 

climate is that there are 2 distinct seasons, the rainy season, 

and the sunny season. The rainy season starts in September, 

the heaviest rainfall intensity falls on October 10, November 

and ends the rainy season around January next year. 

The authors chose October 15, 2020, as the typical day of 

the rainy season and June 10, 2020, as the typical day of the 

sunny season to forecast the generating capacity of the SPP. 

5.1. Forecast for a day of the rainy season.  

Applying the achieved model in section 4 for the selection 

date: October 15, 2020, the forecast results are shown in 

Fig.12. 

In the rainy season, the generating capacity of the SPP is 

greatly affected by the cloud cover. The amount of radiation 

that the plant receives is quite low, leading to the shape of 

the generating output power is far from the bell-curve. The 

maximum capacity achieved at only a few times reaches 

above 40 MW, the rest mainly fluctuates around the 

threshold of 30 MW. The forecast result is moderately close 

to the actual shape and fluctuations of the day. 

5.2. Forecast for a day of the sunny season.  

Applying the achieved model in section 4 for the 

selection date: June 10, 2020, the forecast results are shown 

in Fig.13. 

In the sunny season, the radiation conditions are good, the 

generating chart of the plant is close to the bell-curve shape. 

The generating capacity of the plant is relatively high with 

about 3 hours reaching over 40 MW. The results of the 

forecast model are comparatively close to the actual 

operating value. 
 

 

 
Fig.12. The forecast results of a day of rainy season. 
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Fig.13. The forecast results of a day of sunny season. 

 

 

 
Fig.14. The forecast results of a month of rainy season. 
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5.3. Forecast for a month of the rainy season.   

Applying the achieved model in section 4 for the selection 

month: October 2020, the forecast results are shown in 

Fig.14. 

In October 2020, there were many days when the plant's 

generating capacity was at a very low level when the 

maximum generating capacity was only about 20 MW 

(equal to 40% of the rated capacity). The forecast model still 

gives relatively good results for these particularly low days. 

5.4. Forecast for a month of the sunny season.   

Applying the achieved model in section 4 for the selection 

month: June 2020, the forecast results are shown in Fig.15. 

In June 2020, the plant's generating capacity was 

generally at a fairly high level, some days with a peak 

capacity of approximately 50 MW. With sunny days, the 

model performs very well, the error is quite small. For days 

with large drops, the forecast error results are acceptable. 

Commonly metrics such as MAE, MAPE, MSE, and 

RMSE are calculated to evaluate the effectiveness of the 

forecast results. The summary of the results is shown in 

Table 1 below. 

Through the result table, the model for forecast errors on 

actual historical datasets was relatively stable under 

experimental conditions: 

- A rainy season day 

- A sunny season day 

- One month of the rainy season 

- One month of the sunny season 

Error of predictions: 

- Full-day MAPE error (all-hour average) from about 4.0% 

- 4.7% 

- MAPE error from 6:00-18:00 from about 8.0% - 9.4% 

- RMSE error from 6:00-18:00 from about 6.1MW - 

7.1MW 

 

Fig.15. The forecast results of a month of sunny season. 
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- MAE error from 6:00-18:00 from about 4.0MW - 

4.7MW 

- MSE error from 6:00-18:00 from about 37.5MW2 - 

51.2MW2 

 
Table 1. Summary of forecast error evaluation results 

 

A day 

of rainy 

season 

A day 

of sunny 

season 

A month 

of rainy 

season 

A month 

of sunny 

season 

MAPE all 

day (%) 
4.024 4.257 3.998 4.769 

MAPE 6:00-

18:00 (%) 
7.993 8.436 8.006 9.402 

RMSE 6:00-

18:00 (MW) 
6.272 6.123 6.314 7.152 

MAE 6:00-

18:00 (MW) 
3.996 4.218 4.00 4.701 

6. CONCLUSIONS 

Solar Power Plant Output Forecasting Model Based on the 

LSTM Method Using Validation in Different Seasons of the 

Year in Vietnam still shows effectiveness. With another 

SPP, of the same scale, different geographical location, the 

authors applied the training method proposed by [20] to 

obtain the weighted matrix of LSTM model, and in different 

weather areas, different seasons: rainy season and sunny 

season, the forecast results achieved were relatively good 

with forecast errors of less than 10%. In the next research 

direction, the forecast model will be further tested in 

different SPPs, finally, the model of the system forecasting 

the generating capacity for a SPP will be researched and 

implemented in practice.  
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