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A B S T R A C T 

Proteins are the most necessary and multipurpose macromolecules of human life and the 

functions of proteins having a major impact in the development of new drugs and helps 

in understanding the new disease. So, Experimental approaches for protein function 

prediction are integrally low output and too much time consuming and costly too. One 

of the difficult issues in bioinformatics nowadays is predicting the protein function of an 

unknown protein. As the number of proteins grows, the prediction of Protein class opens 

up new opportunities for bioinformatics researchers. This research implements the 

machine learning techniques to predict the appropriate class of the proteins. In this 

research investigation, the  SVM, Logistic Regression, Decision Tree, Random Forest, 

Adaboost, Naive Bayes, and KNN has been employed on 12285 protein data that are 

taken from the Kaggle Data Repository and classified into 27 classes. Protein data is 

high-order sequence data containing up to various features but in this article protein 

Sequence feature is used. The proposed method highlights that the Random Forests 

outperforms when we compare the outcome of the other machine learning techniques.  

 

1. INTRODUCTION 

Protein function prediction is a technique used by 

bioinformatics engineers to determine the biological or 

biochemical role of proteins. Protein is a macromolecule 

that functions as a component and functional component of 

cells, and accounts for the second largest proportion of cell 

weight after water. Currently, there are over 550 fully 

sequenced cell biology genomes, contributing to over 5 

million unique protein sequences in publicly available 

databases [43]. 

To understand the biological role of these protein 

sequences, we need to understand their function. This is a 

goal that leads to many experimental and computational 

methods for assessing protein function. Protein Function 

Prediction is moving from using individual data sources for 

prediction to integrating different data sources and methods 

to achieve this goal. In general, computational protein 

function prediction relies on two foundations: data sources 

and predictive models / methods. Computational Protein 

Function Prediction Standards are not widely accepted, and 

each existing method has its own limitations, so the trend 

in this area of study is to combine available data sources 

and methods to enhance function. It is to predict 

effectively. This combination refers to data source 

integration, model / method integration, or both [44]. 

In this article protein function prediction is done using 

the protein sequence feature. The sequence of a protein is 

usually written as a sequence of letters corresponding to 

the order of amino acids from the amino terminus to the 

carboxy terminus of the protein. We can use a one-letter or 

three-letter code to represent each amino acid in the 

sequence [45-46, 48-52]. 

In this article features are extracted from protein 

sequence and then applied various machine learning 

algorithms then after all result analysis and comparison are 

done.   

2. DATASETS  

Dataset is the primary thing that is more necessary for 

building a model. The dataset must have the large and 

various numbers of proteins and their family type as well 

as sequence of protein. In this research two datasets are 

used which is downloaded from Kaggle [47]. The dataset 

consists of many different types of macromolecules of 

biological significance. The majority of the data records 

are of proteins. Both datasets have different number of 

features and data. The first dataset have 141401 rows × 14 

columns and second dataset have 467304 rows × 5 

columns. The raw dataset required data preprocessing to 

implement the model. Since first dataset has classification 
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and second dataset has protein sequence so the both 

datasets are joined together. Dataset has various raw 

attributes but we required two attributes first one is 

sequence of protein and second is classification of protein. 

So we filter all the protein and drop the other attributes 

from the dataset. Then null values from the dataset are 

removed and we have found value counts of each protein 

and keep those proteins only which value count is greater 

than 100. So the final filtered dataset Description is given 

following in Table 1.  

 

Table 1: Dataset descriptions 

  Attributes’ Name Data count 

Classification 12285 

Sequence 12285 

 

Table 2: Class wise total sequence data 

Class ID Classification/Class Total Count 

C1 HYDROLASE 2214 

C2 OXIDOREDUCTASE 1956 

C3 TRANSFERASE 1497 

C4 LYASE 848 

C5 

HYDROLASE 

INHIBITOR/HYDROLASE 691 

C6 IMMUNE SYSTEM 583 

C7 ELECTRON TRANSPORT 466 

C8 ISOMERASE 329 

C9 TOXIN 326 

C10 LIGASE 295 

C11 SIGNALING PROTEIN 294 

C12 VIRUS 258 

C13 OXYGEN TRANSPORT 247 

C14 VIRAL PROTEIN 235 

C15 TRANSCRIPTION 223 

C16 IMMUNOGLOBULIN 202 

C17 DNA BINDING PROTEIN 193 

C18 CHAPERONE 183 

C19 

HORMONE/GROWTH 

FACTOR 172 

C20 

OXYGEN 

STORAGE/TRANSPORT 165 

C21 SUGAR BINDING PROTEIN 146 

C22 PHOTOSYNTHESIS 144 

C23 TRANSPORT PROTEIN 132 

C24 MEMBRANE PROTEIN 130 

C25 APOPTOSIS 127 

C26 METAL BINDING PROTEIN 117 

C27 CYTOKINE 112 

 

The Table 1 depicts that the dataset has total 12564 

sequence data also the same number of data with the 

classification of the data with 27 unique classes. That 

means total sequence data are categories into 27 distinct 

classes. Table 2 describes the class and their corresponding 

count of the proteins.  

Next, we have extracted all the features using 

CountVectorizer approach. In this approach, data were split 

into several small chunk based on given delimiter and use 

the total count the each chuck for further processing.  

3. METHODOLOGY 

After extracting the features now, we have to implement 

the machine learning algorithm to find the optimal learning 

algorithm to classify and predict the protein sequence.  In 

this research, we have implemented SVM, Random forest, 

Logistic Regression, Naïve Bayes, KNN, Decision tree and 

Adaboost.  

3.1 Support Vector Machine (SVM) 

The SVM is a popular supervised learning technique for 

classification and regression problems. [1-6]. 

The goal of the SVM method is to offer the optimal 

lines or decision boundaries for categorizing n-dimensional 

space, making it easy to assign further data points to the 

correct category in the future. 

SVM selects an extreme/vector that benefits in the 

construction of a hyperplane. The method is called a 

support vector machine because these extreme cases are 

known as support vectors.  

3.2 Random Forest (RF) 

Random forest is a well-known machine learning technique 

that employs the supervised learning approach. [16–19]. It 

can be used to solve classification and regression problems 

in machine learning. It is based on the concept of ensemble 

learning, which combines different classifiers to address 

complex difficulties and improve model functioning. 

“Random forest is a classifier that takes a set of decision 

trees for various subsets of a specific dataset and then takes 

the average to enhance the predicted accuracy of that 

dataset.” In this model, multiple trees are generated based 

on the data and getting prediction from each tree. Then 

final result has been predicted based on the vote of the 

prediction of the initial trees.   But one of the major issues 

with the random forests is the higher precision and 

overfitting, if the number of tree is more in the forests.  

3.3 Logistic Regression 

The logistic regression [7–10] forecasts the likelihood of a 

target variable. One of the few ML algorithms, it is utilized 
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for a variety of classification issues, including spam 

identification, diabetes prediction, and cancer diagnosis. 

Calculations like logistic regression are used to foretell 

binary outcomes. Either something happens, or nothing 

happens. These options include Yes/No, Pass/Fail, 

Alive/Dead, and so forth. The binary outcomes, which can 

be classified into one of two groups, are determined by 

analyzing the independent variables. 

Dependent variables are usually categorical variables, 

but independent variables might be either categorical or 

quantitative.  

3.4 Naive Bayes 

The Nave Bayes algorithm, which is based on the Bayes 

theorem, is a supervised learning technique for 

classification problems. [25-29]. 

One of the simplest and most effective classification 

algorithms known at the moment is the Naive Bayes 

Classifier. It helps with the rapid creation of machine 

learning models that are capable of producing reliable 

predictions. Because it uses a probabilistic classifier, it 

bases its predictions on the likelihood that a certain event 

will take place. 

3.5 K-Nearest Neighbours Algorithm: 

K-Nearest Neighbor is one of the most basic supervised 

learning-based machine learning algorithms. 

The K-NN method assumes that the new case and the 

previous cases are comparable, and it places the new 

instance in the category that is most similar to the existing 

categories. [30-35]. 

After saving all prior data, a new data point is classified 

using the K-NN algorithm based on similarity. This 

suggests that utilizing the K-NN technique, fresh data may 

be consistently and quickly classified. [42]. 

3.6  Decision Tree: 

It is called a supervised machine learning method and used 

to solve the classification and regression related problem. 

Basically, it is a tree based classification technique. In this 

method, the nodes represent the data and an edge 

represents the decision parameters and results are stored in 

the leaf nodes [11–15]. 

In this model, training has been done by the splitting of 

data into several groups based on the similarity of the 

attribute value.  This model required to train the data in 

several steps that s called recursive partitioning. This 

process will end when there is no further division is 

possible or have the same value for the targeted output. It 

does not need parameter setting or domain expertise, 

decision tree classifier construction is appropriate for 

exploratory knowledge discovery. Decision tree is capable 

to handle high-dimensional data.  

3.7  AdaBoost: 

AdaBoost [20–24], commonly referred to as adaptive 

boosting, is an ensemble machine learning approach. A 

single-level decision tree, also known as a one-part 

decision tree, is the most frequent algorithm employed in 

AdaBoost.  

Decision stumps are another name for these trees. This 

algorithm creates a model that equally weights each piece 

of information. Then give the incorrectly categorized 

points more weight. All points with high weights will be 

heavier in this model.  

3.8 Performance Evaluation 

To gauge the effectiveness of our machine learning model 

we have used the confusion matrix. It offers a very 

straightforward and effective way to measure the model's 

performance [36]. 

The confusion matrix allows us to employ a variety of 

performance criteria, some of which are listed below:  

3.8.1 Accuracy 

Based on the percentage of all samples that the classifier 

correctly identified, we may get the model's overall 

accuracy from all of the data [37]. The following equation 

can be used to determine Accuracy :   

Accuracy = (TP + TN) / (TP + TN + FP + FN) (1) 

3.8.2 Precision (PRE) 

The proportion of correct positives to all positives is 

known as PRE [38]. The following equation can be used to 

determine Precision:  

Precision (PRE) = TP / (TP+FP) (2) 

3.8.3 Recall (Recl) 

This demonstrates [39] What percentage of all positive 

samples was correctly recognized as positive by the 

classifier.  The following equation can be used to 

determine recall:   

     Recall (RC) = TP / (TP + FN) (3) 

3.8.2 F1 

It is the combination of recall and PRE. Mathematically, it 

is a harmonic mean of accuracy and recall [40]. The 

following equation can be used to determine F1: 

F1 Score = 2*(PRE * Recl) / (PRE + Recl) (4) 

3.8.2 AUROC  

AUROC [41] is a performance metrics that shows the 

discrimination ability of the in case of positive or negative 

samples.  The Model AUROC is high that means models 

are correctly discriminate the sample data. The following 

equation can be used to determine recall:  

AUROC=((TP/(TP+FN))+(TN/(TN+FP)))/2 (5) 
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4. RESULTS AND DISCUSSION  

There are various machine learning algorithms 

implemented and these algorithms are SVM, Logistic 

Regression, Decision Tree, Random Forest, Adaboost, 

Naïve Bayes, and KNN. The result of these implemented 

algorithms can be measured by the value of accuracy, PRE, 

recall, and F1 score. The result of the SVM model is shown 

in table 3. The SVM overall accuracy is 0.90, and the PRE, 

recall and f1 score is 0.94, 0.86 and 0.89 respectively.  

 
Table 3: Result of the SVM model. 

  PRE recall F1 

HYDROLASE 0.79 0.9 0.84 

OXIDOREDUCTASE 1 0.97 0.99 

TRANSFERASE 1 0.62 0.76 

LYASE 1 0.73 0.85 

HYDROLASE 

INHIBITOR/HYDROLASE 
0.96 0.88 0.92 

IMMUNE SYSTEM 1 0.89 0.94 

ELECTRON TRANSPORT 0.86 0.92 0.89 

ISOMERASE 0.55 0.89 0.68 

TOXIN 0.89 0.92 0.9 

LIGASE 0.95 0.8 0.87 

SIGNALING PROTEIN 1 0.93 0.97 

VIRUS 1 0.9 0.95 

OXYGEN TRANSPORT 0.99 0.97 0.98 

VIRAL PROTEIN 0.9 0.69 0.78 

TRANSCRIPTION 1 0.65 0.79 

IMMUNOGLOBULIN 0.98 0.95 0.96 

DNA BINDING PROTEIN 0.91 0.7 0.79 

CHAPERONE 0.89 0.92 0.9 

HORMONE/ GROWTH 

FACTOR 
0.96 0.9 0.93 

OXYGEN STORAGE/ 

TRANSPORT 
0.92 0.77 0.84 

SUGAR BINDING PROTEIN 1 0.9 0.95 

PHOTOSYNTHESIS 1 0.87 0.93 

TRANSPORT PROTEIN 0.95 0.86 0.9 

MEMBRANE PROTEIN 0.95 0.93 0.94 

APOPTOSIS 0.9 0.78 0.84 

METAL BINDING PROTEIN 1 0.88 0.94 

CYTOKINE 0.96 0.96 0.96 

Overall accuracy   0.9 

 

Table 3 shows that the SVM model gives high PRE; 

Recl and f1 score for most of the classes. Also giving an 

average acceptable accuracy. Next we have model the 

system using Decision tree. The decision tree model result 

is shown in table 4. The Decision Tree overall accuracy is 

0.22, the average PRE, recall and f1 score is 0.11, 0.08 and 

0.7 respectively.  

 
Table 4: Result of the Decision Tree model 

 PRE recall F1 

HYDROLASE 0 0 0 

OXIDOREDUCTASE 0 0 0 

TRANSFERASE 0 0 0 

LYASE 0 0 0 

HYDROLASE 

INHIBITOR/HYDROLAS

E 

0 0 0 

IMMUNE SYSTEM 0 0 0 

ELECTRON TRANSPORT 0.19 1 0.32 

ISOMERASE 0.94 0.1 0.19 

TOXIN 0.44 0.19 0.26 

LIGASE 0 0 0 

SIGNALING PROTEIN 0 0 0 

VIRUS 0 0 0 

OXYGEN TRANSPORT 0 0 0 

VIRAL PROTEIN 0 0 0 

TRANSCRIPTION 0 0 0 

IMMUNOGLOBULIN 0 0 0 

DNA BINDING PROTEIN 0.71 0.17 0.27 

CHAPERONE 0.78 0.7 0.74 

HORMONE/GROWTH 

FACTOR 
0 0 0 

OXYGEN 

STORAGE/TRANSPORT 
0 0 0 

SUGAR BINDING 

PROTEIN 
0 0 0 

PHOTOSYNTHESIS 0 0 0 

TRANSPORT PROTEIN 0 0 0 

MEMBRANE PROTEIN 0 0 0 

APOPTOSIS 0 0 0 

METAL BINDING 

PROTEIN 
0 0 0 

CYTOKINE 0 0 0 

Overall accuracy   0.22 

 

Table 4 shows that he decision tree based model is not 

giving good result. The accuracy and other measures value 

are very less. So, we cannot recommend this model for 

classification and prediction.  Next we have model the 

system using Logistic Regression. The Logistic Regression 

model result is shown in table 5. The Logistic Regression 
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overall accuracy is 0.90, the average PRE, recall and f1 

score is 0.94, 0.89 and 0.86 respectively.  

 
Table 5: Result of the Logistic Regression model 

  PRE recall F1 

HYDROLASE 0.8 0.95 0.87 

OXIDOREDUCTASE 1 0.97 0.99 

TRANSFERASE 1 0.62 0.76 

LYASE 1 0.71 0.83 

HYDROLASE 

INHIBITOR/HYDROLASE 
0.96 0.89 0.92 

IMMUNE SYSTEM 1 0.89 0.94 

ELECTRON TRANSPORT 0.87 0.94 0.9 

ISOMERASE 0.65 0.84 0.74 

TOXIN 0.86 0.94 0.9 

LIGASE 0.97 0.82 0.89 

SIGNALING PROTEIN 1 0.93 0.97 

VIRUS 1 0.93 0.96 

OXYGEN TRANSPORT 0.99 0.98 0.98 

VIRAL PROTEIN 0.9 0.69 0.78 

TRANSCRIPTION 1 0.7 0.82 

IMMUNOGLOBULIN 0.97 0.96 0.97 

DNA BINDING PROTEIN 0.91 0.67 0.77 

CHAPERONE 0.87 0.92 0.89 

HORMONE/GROWTH 

FACTOR 
0.93 0.9 0.92 

OXYGEN 

STORAGE/TRANSPORT 
0.94 0.77 0.85 

SUGAR BINDING 

PROTEIN 
1 0.9 0.95 

PHOTOSYNTHESIS 0.98 0.87 0.92 

TRANSPORT PROTEIN 0.95 0.86 0.9 

MEMBRANE PROTEIN 0.92 0.96 0.94 

APOPTOSIS 0.9 0.78 0.84 

METAL BINDING 

PROTEIN 
1 0.88 0.94 

CYTOKINE 0.96 0.98 0.97 

Overall Accuracy     0.90 

 

Table 5 shows that the Logistic Regression model gives 

high PRE; recall and f1 score for most of the classes. Also 

giving an average acceptable accuracy. Next we have 

model the system using Naive Bayes. The Naive Bayes 

model result is shown in table 6. The Naive Bayes overall 

accuracy is 0.87, the average PRE, recall and f1 score is 

0.79, 0.85 and 0.81 respectively.  

 
 

Table 6: Result of the Naive Bayes model 

  PRE recall F1 

HYDROLASE 0.77 0.95 0.85 

OXIDOREDUCTASE 0.9 0.97 0.93 

TRANSFERASE 0.39 0.71 0.51 

LYASE 0.83 0.71 0.76 

HYDROLASE 

INHIBITOR/HYDROLASE 
0.88 0.9 0.89 

IMMUNE SYSTEM 0.66 0.82 0.73 

ELECTRON TRANSPORT 0.96 0.82 0.89 

ISOMERASE 0.77 0.84 0.81 

TOXIN 0.89 0.74 0.81 

LIGASE 0.64 0.87 0.74 

SIGNALING PROTEIN 0.96 0.93 0.95 

VIRUS 0.98 0.93 0.96 

OXYGEN TRANSPORT 0.96 0.97 0.97 

VIRAL PROTEIN 0.45 0.81 0.58 

TRANSCRIPTION 0.45 0.75 0.57 

IMMUNOGLOBULIN 0.98 0.93 0.95 

DNA BINDING PROTEIN 0.6 0.5 0.55 

CHAPERONE 0.79 0.92 0.85 

HORMONE/GROWTH 

FACTOR 
0.9 0.93 0.92 

OXYGEN 

STORAGE/TRANSPORT 
0.68 0.77 0.72 

SUGAR BINDING 

PROTEIN 
0.9 0.9 0.9 

PHOTOSYNTHESIS 0.89 0.91 0.9 

TRANSPORT PROTEIN 0.64 0.92 0.76 

MEMBRANE PROTEIN 0.97 0.89 0.93 

APOPTOSIS 0.68 0.83 0.75 

METAL BINDING 

PROTEIN 
0.95 0.85 0.9 

CYTOKINE 0.93 1 0.96 

Overall Accuracy   0.87 

 

Table 6 shows that for most classes, the Naive Bayes 

model provides average PRE, recall, and f1 score. 

Providing a satisfactory average accuracy as well. 

Table 7 displays the results of the AdaBoost model. The 

average PRE, recall, and f1 score for AdaBoost are 0.20, 

0.15, and 0.14, respectively, with 0.24 being the total 

accuracy. This model and the decision tree-based model 

are identical.  
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Table 7: Result of the AdaBoost model 

  PRE recall F1 

HYDROLASE 0 0 0 

OXIDOREDUCTASE 0 0 0 

TRANSFERASE 0 0 0 

LYASE 0 0 0 

HYDROLASE 

INHIBITOR/HYDROLASE 
0 0 0 

IMMUNE SYSTEM 0 0 0 

ELECTRON TRANSPORT 0.2 0.97 0.33 

ISOMERASE 0 0 0 

TOXIN 0.42 0.23 0.29 

LIGASE 0.45 0.22 0.3 

SIGNALING PROTEIN 0 0 0 

VIRUS 0 0 0 

OXYGEN TRANSPORT 0 0 0 

VIRAL PROTEIN 0 0 0 

TRANSCRIPTION 0 0 0 

IMMUNOGLOBULIN 0.57 0.09 0.15 

DNA BINDING PROTEIN 0.7 0.23 0.35 

CHAPERONE 0.79 0.73 0.76 

HORMONE/GROWTH 

FACTOR 
0.65 0.73 0.69 

OXYGEN 

STORAGE/TRANSPORT 
0 0 0 

SUGAR BINDING 

PROTEIN 
1 0.35 0.52 

PHOTOSYNTHESIS 0 0 0 

TRANSPORT PROTEIN 0 0 0 

MEMBRANE PROTEIN 0.1 0 0.01 

APOPTOSIS 0.5 0.39 0.44 

METAL BINDING 

PROTEIN 
0 0 0 

CYTOKINE 0 0 0 

Overall Accuracy   0.24 

 

Table7 shows that the AdaBoost based model is not 

giving good result. The accuracy and other measures value 

are very less. So, we cannot recommend this model for 

classification and prediction. This is behaving similar to 

the Decision tree. Next we have model the system using 

Random Forest. The Random Forest model result is shown 

in table 8. The Random Forest overall accuracy is 0.91, the 

average PRE, recall and f1 score is 0.94, 0.86 and 0.89 

respectively.  

 

 
 

Table 8:  Result of the Random Forests model 

  PRE recall F1 

HYDROLASE 0.79 0.9 0.84 

OXIDOREDUCTASE 1 0.97 0.99 

TRANSFERASE 1 0.62 0.76 

LYASE 0.97 0.73 0.83 

HYDROLASE 

INHIBITOR/HYDROLASE 
0.96 0.89 0.92 

IMMUNE SYSTEM 1 0.89 0.94 

ELECTRON TRANSPORT 0.87 0.92 0.89 

ISOMERASE 0.59 0.89 0.71 

TOXIN 0.88 0.92 0.9 

LIGASE 0.95 0.78 0.85 

SIGNALING PROTEIN 1 0.93 0.97 

VIRUS 1 0.9 0.95 

OXYGEN TRANSPORT 0.99 0.96 0.98 

VIRAL PROTEIN 0.9 0.69 0.78 

TRANSCRIPTION 1 0.65 0.79 

IMMUNOGLOBULIN 0.97 0.96 0.96 

DNA BINDING PROTEIN 0.92 0.77 0.84 

CHAPERONE 0.89 0.92 0.9 

HORMONE/GROWTH 

FACTOR 
0.96 0.9 0.93 

OXYGEN 

STORAGE/TRANSPORT 
0.96 0.77 0.86 

SUGAR BINDING 

PROTEIN 
1 0.9 0.95 

PHOTOSYNTHESIS 1 0.89 0.94 

TRANSPORT PROTEIN 0.96 0.88 0.91 

MEMBRANE PROTEIN 0.94 0.94 0.94 

APOPTOSIS 0.9 0.83 0.86 

METAL BINDING 

PROTEIN 
1 0.88 0.94 

CYTOKINE 0.96 0.96 0.96 

Overall Accuracy   0.91 

 

Table 8 shows that the Random Forests model gives 

average PRE; recall and f1 score for most of the classes. 

Also giving an average acceptable accuracy. Next we have 

model the system using KNN. The KNN model result is 

shown in table 9. The overall accuracy of the KNN is 0.79, 

while the average PRE, recall, and f1-score are 0.91, 0.71, 

and 0.79, respectively.  The KNN based model not giving 

the acceptable accuracy, recall and f1-score. So, we cannot 

recommend this model for classification and prediction.  
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Table 9: The KNN model's output 

 PRE recall F1 

HYDROLASE 0.71 0.71 0.71 

OXIDOREDUCTASE 1 0.89 0.94 

TRANSFERASE 0.8 0.38 0.52 

LYASE 1 0.61 0.76 

HYDROLASE 

INHIBITOR/HYDROLASE 
0.95 0.76 0.84 

IMMUNE SYSTEM 1 0.82 0.9 

ELECTRON TRANSPORT 0.5 0.96 0.66 

ISOMERASE 0.86 0.66 0.74 

TOXIN 0.88 0.74 0.8 

LIGASE 0.84 0.69 0.76 

SIGNALING PROTEIN 1 0.77 0.87 

VIRUS 1 0.74 0.85 

OXYGEN TRANSPORT 0.99 0.87 0.93 

VIRAL PROTEIN 0.94 0.58 0.71 

TRANSCRIPTION 1 0.4 0.57 

IMMUNOGLOBULIN 0.99 0.82 0.9 

DNA BINDING PROTEIN 0.54 0.73 0.62 

CHAPERONE 0.88 0.63 0.74 

HORMONE/GROWTH 

FACTOR 
0.91 0.67 0.77 

OXYGEN 

STORAGE/TRANSPORT 
0.95 0.56 0.71 

SUGAR BINDING 

PROTEIN 
1 0.81 0.89 

PHOTOSYNTHESIS 1 0.72 0.84 

TRANSPORT PROTEIN 0.97 0.65 0.78 

MEMBRANE PROTEIN 1 0.8 0.88 

APOPTOSIS 0.93 0.61 0.74 

METAL BINDING 

PROTEIN 
1 0.76 0.86 

CYTOKINE 0.96 0.84 0.9 

Overall Accuracy   0.79 

 

Based on given result in table 3 to table 9, we observed 

that the Decision tree and Adaboost based models are not 

suitable for the protein classification and prediction. The 

KNN based model also giving not acceptable accuracy, 

recall and f1-score. So, this model also be not suited in this 

environment. Rest of the models are giving an acceptable 

accuracy that is 90% or above. To validate the above 

statements, we have computed the average PRE, recall, f1-

score and AUROC for each model. The proposed 

comparative result is given in table 10 and same has been 

given in Figure 1. 

 

Table 10: The comparative result of the all proposed model. 

Model  PRE Recall F1-score Accuracy AUROC 

SVM 0.94 0.86 0.88 0.90 0.93 

Naïve 

Bayes 

0.79 0.85 0.81 0.87 0.92 

Adaboost 0.20 0.15 0.14 0.24 0.56 

KNN 0.91 0.71 0.79 0.79 0.85 

Random 

forest 

0.94 0.86 0.89 0.91 0.93 

Decision 

tree 

0.11 0.08 0.07 0.22 0.52 

Logistic 

Regression 

0.94 0.86 0.88 0.90 0.93 

 

Figure 1: Comparison of the effectiveness of each model. 

 

From the table 10 and figure 1, we can see that the 

AUROC value of SVM, Random Forests and Logistic 

regression is equal. So, based on only AUROC, we cannot 

come to the final outcome. If we consider, accuracy and 

AUROC together, then the Random forests based models is 

giving better result than the other models. Based on the 

above discussion, we can conclude that the Random Forest 

based models can be used for protein sequence 

classification and prediction.  

5. CONCLUSIONS 

Much research has been done in the field of computational 

biology to determine the most meaningful and accurate 

functions for predicting protein function. This section 

describes different types of classification techniques such 

as SVM, Logistic Regression, Decision Trees, Random 

Forests, Adaboost, Naive Bayes, and KNN. Experimental 

analysis of large numbers of sample data from proteins in 

the human category was performed for classification and 

prediction and state that the Random forests based model 
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can be used. The random forests based model is giving 

highest accuracy i.e. 91% and the AUROC score is 0.93. 
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