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A B S T R A C T 

In the current circumstances, accessing the application is benefiting the medical 

profession in many ways. The classification and clustering algorithms are among the 

strategies that both researchers and doctors find fascinating. Medical ailments are on the 

rise for a variety of reasons, and ovarian cancer is one of them. Ovarian cancer is a variant 

of cancer occurring in the female which spreads all over the body starting from the ovary. 

Early diagnosis and accurate detection are important because they give better treatment at 

a lower cost, reduce patient risk. The diagnosis becomes more difficult as the disease 

progresses. The prime objective of this review article is to find difficulties and advise 

further research in existing publications, as well as to provide ideas for developing an 

efficient and successful ovarian cancer categorization technique. The authors of this study 

looked at a lot of research papers in order to come up with an efficient ovarian cancer 

prediction model. 

 

1. INTRODUCTION 

Ovarian cancer is a variant of cancer occurring in the female 

which spreads all over the body starting from ovary. The 

ovaries are a pair of reproductive organs in women that 

produce eggs and sex hormones. In the early stage, there 

may be no or vague symptoms. The disease is limited to the 

ovary, more likely to be successfully diagnosed. It becomes 

noticeable as the cancer progresses or is in an advanced 

stage but difficult to treat. Ovarian cancer symptoms include 

weight loss, swelling, pain or pressure in the pelvis region, 

variations in bowel habits, such as pain in the back or 

abdominal pain, constipation, more frequent urination, not 

regular periods or vaginal bleeding after menopause, loss of 

appetite, tiredness, and breathlessness. Ovarian cancer is the 

fifth most prevalent form of cancer among American 

women. As seventy percent of patients are diagnosed at an 

advanced stage and thirty percent at an early stage, ovarian 

cancer is considered a silent murderer.  Ovarian cancer is 

divided into thirty subtypes based on the type of cell from 

which it originates. Age of the ovarian cancer or tumor plays 

a crucial role in the formulation of the treatment plan. As the 

stage level increases, the survival of the patient becomes 

harder. The stages are defined as: 

Stage 1: One or both ovaries are affected with cancer and 

has not spread elsewhere.  Stage 1 has (82-92) % patients.  

Stage 2: It extends to the pelvic area but does not migrate 

to the abdomen. Stage 2 has (51-69) % patients.   

Stage 3: Cancer extends beyond the pelvis into the 

abdominal region. Stage 3 has (17-39) % patients.   

Stage 4: It extends into the lung, liver, or to a location 

beyond the abdominal region. Stage 4 has (11.5) % patients.   

Ovarian tumors arise when DNA in a cell stops working 

correctly, resulting in aberrant cells in the ovary that expand 

uncontrollably and create a tumor. If left untreated, the 

tumor can circulate to several parts of the body. 

Till date,  it is unclear that what are the reasons of ovarian 

cancer, though physicians have recognized some of the 

factors that can enhance the chance of ovarian cancer like 

age (Over 55 years old), inherited gene mutations such as 

BRCA1, RCA2, Family History (Ovarian, Breast, 

Gynecological, or colon) cancer, estrogen hormone 

replacement therapy, age when menstruation begins and 

ends, BMI more than 30, infertility, endometriosis, never 

having been on the pill, hormone therapy, obesity and 

overweight. 

Ovarian tumor is dangerous; particularly if it is not found 

at the early stage. It raises the risk of heart disease and 

stroke, as well as brittle bones, memory loss, menopausal 

symptoms, and sexual dysfunction. 
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Early identification, use of oral birth control pills, 

breastfeeding, discussing your risk factors with your doctor, 

pregnancy, and surgical procedures on your reproductive 

organs are methods to reduce your chances of ovarian 

cancer. Treatment will rely on numerous factors, including 

the type, stage, age of patient’s, grade of the cancer, overall 

health of patient, patient’s personal preferences, 

accessibility, and affordability of treatment. For certain 

patients, entering a clinical trial may be the best treatment 

option.  

The following methods are used for the treatment: 

Surgery, chemotherapy, radiotherapy, immunotherapy 

(biotherapy), targeted therapy, hormone therapy, a 

combination of therapy. 

The review article is categorized into five sections: 

Section 1.1 stated Motivation, Section 2 describes Literature 

Review, Section 3 deals with the Descriptions of Different 

Techniques and Tools Used, Section 4 stated Discussion and 

Future Directions and finally Section 5 deals with the 

Conclusions and Limitations. 

Motivation 

According to the American Cancer Society, ovarian cancer 

is the sixth leading cause of cancer-related mortality in 

women in the United States. In the United States, 14,000 

women die annually from cancer, out of 20,000. This 

condition is most prevalent among women aged 55 to 64. It 

is challenging to diagnose early because there are few signs 

or symptoms before the cancer spreads beyond the ovaries, 

resulting in a 5-year relative survival rate of 46%. The 

likelihood of survival decreases as the disease progresses to 

its advanced stages. Nearly eight out of ten patients are 

diagnosed with ovarian cancer after the disease has 

progressed to other organs. 

2. LITERATURE REVIEW 

The literature review section states about the previous 

researcher’s works notably detection of ovarian cancer by 

majorly soft computing, data mining, machine learning and 

computational intelligence methods.  

Researchers [1] have utilized a combined approach i.e. a 

Genetic Algorithm (GA) and correlation-based heuristics for 

data preprocessing and C4.5 Decision Trees (DT), SVM for 

classification. To improve the classification accuracy, 

researchers have further implemented Bagging and stacking 

for the gene expression datasets namely prostate, ovarian, 

lung cancer for classification. In Ovarian cancer they have 

used SMO (Sequential Minimal Optimization) for 

classification whereas in prostate, lung cancer, SVM is used 

for classification. SMO is not different from SVM but one 

of the particular simple and fast ways[2] [3] trained method 

of SVM. The SMO splits a huge QP into a sequence of 

smaller QP problems that can be addressed analytically. In 

SMO, standard SVM parameters have been used.  

Researchers [4] have proposed a new memetic algorithm 

notably Cancer Diagnosis with Memetic Fuzzy System 

(CD-MFS) for an interpretable classifier of gene expression 

and a compact fuzzy rule base. It is used for the 

classification of microarray data (14_Tumors data set). The 

CD-MFS classification system performances have been 

evaluated through the 14_Tumors cancer data set. 

Researchers [5] have applied Complementary Fuzzy 

Neural Network (CFNN) and Pseudo-associative-

Complementary Learning (PACL) FNN as a Diagnostic 

Decision Support System (DDSS) in ovarian cancer. 

Researchers [6] used and evaluated Least Squares 

Support Vector Machine (LS-SVM) classifiers in order to 

differentiate between benign and malignant forms of ovarian 

cancer. Bayesian evidence was utilized in this process. On 

ovarian tumours, logistic regression models, as well as LS-

SVM models with linear and RBF kernels, were constructed. 

The dataset was analyzed, and several methods, including 

feature selection, parameter estimation, and ROC analysis, 

were utilized to assess performance. The LS-SVM that 

utilized nonlinear RBF kernels performed exceptionally 

well in comparison to its competitors.  

Researchers [7] have performed the classification of 

ovarian cancers by using Bayesian networks. The key 

contribution of the researchers here is to combine data, 

domain literature, and people with specialist skills in 

medicine and genetics. Researchers have put forth a hybrid 

Bayesian approach [8] that blends previous knowledge with 

powerful statistical data. The researchers also explained how 

the suggested method may offer unclear information about 

predictions and how it could be applied to rejection tasks in 

classification activities. Prior to surgical removal, it was put 

to the test by attempting to distinguish between benign and 

malignant tumors.  

Researchers [9] examined a human ovarian cDNA 

expression against a database for detecting oncogenes and 

chose oncogenes that were used to derive pathological 

phases of ovarian cancer. A novel t-test statistical oncogenes 

selection and a learning-based classification method are 

used to validate the discrimination of selected oncogenes.  

Researchers [10] have employed the fuzzy Yager inference 

scheme, which is able to mimic human deductive reasoning 

logically, and has provided a robust, intuitive logical 

reasoning and decision-making framework with the Hybrid 

Neural Fuzzy Inference System (HyFIS) approach. 

Researchers [11] have reviewed many research articles 

related to recent supervised machine learning (ML) methods 

utilized in the modeling of cancer progression. Researchers 

[12] have used Ultrasound Sonography (USG) and 

Computed Tomography (CT) techniques to evaluate the 

clinical assessment of suspicious ovarian masses. 

Researchers [13] have reviewed and summarized many 

research articles on the prognosis and diagnosis of cancer. It 

provides an overview of the recent research by using data 

mining, machine learning techniques on cancer datasets 

namely prostate cancer, ovarian cancer, and lung cancer. 

Majorly, all the data mining and machine learning based 

algorithms such as KNNs, ANN, nearest shrunken centroids, 
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logistic regression, and SVM have been utilized for cancer 

classification and gene selection.  

Researchers [14] have examined Gene Expression 

Microarray (GEM) profiles of epithelial malignancy using 

oligonucleotide microarrays containing 1200 genes. 

Mamma globin 2 (MGB2) is a novel biomarker that is 

significantly overexpressed in essential and metastatic 

ovarian cancer compared to normal ovarian tissue, as 

discovered by researchers. Researchers [15] have developed 

Rank Gene software for feature selection and evolutionary 

method for leukemia microarray data classification which 

gave accurate and robust outcome. Polymerase Chain 

Reaction (PCR) analysis for Epidermal Growth Factor 

Receptor (EGFR) type III variant (EGFRvIII) gene 

expression and Western blot protein analysis have been 

investigated by researchers [16]. In the EGFRvIII mutation, 

neither the mRNA nor the protein levels of tissue samples 

were positive. Using a DNA microarray containing 9121 

genes, researchers [17] analyzed the gene expression of nine 

ovarian tumors. Researchers have discovered 115 genes that 

are distinct between the two types of tumors. Researchers 

[18] have evaluated the significance of Tissue polypeptide 

specific antigen (TPS) in conjunction with Cancer antigens 

125 (CA125) and Carciniembryonic antigens (CEA) in 

colorectal cancer patients. TPS is a more precise 

proliferative marker that can pinpoint the activity of tumor 

cells. In some instances, it has been discovered to be more 

sensitive than CEA. In this investigation, patients with 

metastatic ovarian cancer had higher levels of TPS and 

CA125 than those with stable disease. 

Researchers [19] demonstrated the efficiency of the Risk 

of Malignancy Index, also referred as (RMI-3) in 

distinguishing malignant and benign tumors prior to surgery 

and also revealed the appropriate cut-off value. SVMs have 

been created by [20] for the examination of both tissue 

categorization and data exploration for mislabeled or 

dubious tissue results. The CART method has demonstrated 

efficacy in distinguishing ovarian cancer. from benign and 

malignant [21]. The CART classification method has been 

implemented by using Biomarker Patterns Software (BPS). 

The proposed method with the help of this tool has been 

implemented and analyzed on serum protein mass spectrum 

profiles.  

Researchers [22] have utilized logistic regression, MLPs, 

and Generalized Regression Neural Networks (GRNNs) 

classification methods for discriminations between 

malignant and benign ovarian tumors. Researchers have 

assessed the performance of the models by using the ROC 

curve. The experimental study indicates that neural network 

classifier has the potential of a more reliable prediction. 

Researchers [23] have used Multi-Layer Perceptron (MLP) 

networks for ovarian cancer classification. The use of 

standardized blood-test results for the classification of 

benign and malignant disorders has been investigated by 

researchers. The results of the experiment show that it is 

possible to distinguish between preceding and late-stage 

tumors. In addition, MLP also deals with missing data and 

is decided as a suitable technique to deal with missing data. 

Support Vector Regression (SVR) is a new feature reduction 

technique devised by researchers [24] for ovarian cancer. 

Using the proposed method, variable gene selection for up- 

and down-regulated genes in ovarian cancer may be 

feasible. The block effect on ovarian cancer data is 

overcome with this method. The experimental investigation 

demonstrates the validity and application of the method, as 

well as the possibility of gene class identification and 

prediction.  

Researchers [25] developed a novel intelligent method 

called SVR for variable gene selection or feature selection, 

as well as similar analysis for ovarian cancer categorization. 

The proposed approach can also overcome multi-class 

problems. Researchers [26] have proposed a fuzzy ANN 

technique which is authorized by the GARSC for ovarian 

cancer diagnosis. The proposed approach is competent to 

address problems in the actual world with great 

interpretability. An ovarian tumor diagnosis is used, and the 

hybrid method proves to be dependable or superior in 

capabilities. Finally, the proposed method is capable of 

discovering the application's inherent knowledge without 

the use of prior information or human interaction. 

On high throughput SELDI-TOF mass spectroscopy data 

for the classification of ovarian tumors, researchers 

[27]developed a novel combinational attribute selection 

method. The proposed method consists of three steps: 

dataset normalization, dimensionality reduction through 

feature filtration, and binary PSO selection of pertinent 

features. It was successfully validated using a proteomic 

dataset of ovarian cancer. It reduces proteomic data's high 

dimensionality to 3-dimensional, linear separable data, 

resulting in high-accuracy, high-speed diagnosis methods. 

Researchers [28] have employed GA and PSO for gene 

selection and ANFIS, SVM, KNN, and CART for cancer 

classification based on Microarray Gene Expression data 

pertaining to Breast, ALL-AML, Colon, Prostate, Lung, and 

Lymphoma. ANFIS is compared to the three other 

classifiers mentioned above, and it is shown that ANFIS 

produces superior results, is best for a smaller number of 

genes, and can provide TSK-like fuzzy if-then rules that are 

easy to understand. Researchers [29] evaluated the levels of 

CA125 and HE4 in the serum of healthy people and ovarian 

cancer patients. CA125 and HE4 have been measured in 

serum using the sandwich ELSA technique. In women with 

epithelial ovarian cancer, the HE4 test is used in conjunction 

with the CA125 test. Researchers [30] have summarized 

data mining techniques which include classification, 

clustering, association methods with advantages, 

drawbacks, and applications for the healthcare industry and 

biomedical. They have presented discrimination between 

statistics and data mining and also many real-world 

examples of data mining in the healthcare industry. 
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Researchers [31] have used Redundancy-based Filter, 

ReliefF, Correlation Feature Subset-Sequential Forward 

(CFS-SF) for the selection of relevant genes or removing the 

redundant genes on microarray datasets namely Colon 

cancer, Leukemia, Lung cancer, and Breast cancer. 

Researchers [32] have emphasized on ovarian cancer, its 

generating process, signs, symptoms, and the major causes. 

Researchers have laid emphasis on diagnosis techniques that 

assist to discover the cancer cells and treatment of the 

patient. In multicenter data, Researchers [33] used a LR 

model to differentiate prior to surgery between benign and 

malignant overt adnexal tumors. The new method appears to 

be more resilient than the present one. Researchers [34] have 

outlined a place for the use of MR imaging in ovarian 

cancer.  (Claus E.B., 2001) [35] have discussed risk 

definitions used in clinical oncology, as well as risk 

calculation methodologies for breast and ovarian cancer. 

Researchers [36] have used the RF method for the 

classification of microarray data and have also used a new 

method based on random forest attribute selection or 

relevant gene selection. 

Researchers [37] have utilized ANN and logistic 

regression methods for the classification of ovarian cancer. 

ANN achieved good performance comparatively with 

logistic regression. The effectiveness of the proposed 

method may improve with increasing dataset size and 

thereby needs further exploration. Researchers [38] have 

extracted the features in 4 phases: LL, HL, LH, and HH 

followed by classification using ML along with spatial 

domain algorithm. The proposed approach has been 

implemented on MRI medical images where accuracy 94%, 

specificity 0.99, and sensitivity value 0.9978 have been 

achieved. Researchers [39] proposed a data mining 

technique including classification and clustering for ovarian 

cancer prediction. The proposed technology is easy, cost-

effective, and time-saving. To rate the relevance of risk 

factors and identify ovarian tumor recurrence, [40] 

combined ensemble learning, C5.0, SVM, MARS, ELM and 

Random Forest (RF) are used. 

Researchers [41] have utilized ANN to classify ovarian 

cysts. The primary objective of the proposed research is the 

classification of follicular and dermoid cysts. It is common 

for women's fertility to be affected by fibroids. The ovarian 

cyst images in the database were collected from hospitals, 

physicians, and the internet.  Researchers [42] have created 

a novel hybrid filter wrapper gene subset selection method 

for gene selection and ML algorithms for the classification 

of 10 public dataset of cancer microarray data sets. 

Researchers [43] developed a bioinformatics algorithm 

that can distinguish between neoplastic and non-neoplastic 

illness in the ovary based on proteomic patterns in serum. 

Researchers [44] suggested a hybrid PSO using a GA 

approach for gene selection and SVM for classification. 

Cancer patients with colon cancer, leukemia, and breast 

cancer are testing the proposed method. According to the 

results of the experiment, the proposed methodology can 

determine the dataset's dimensionality, locate the relevant 

gene subset, and improve accuracy. 

K-TSP (K-Top Scoring Pairs) has been proposed for 

cancer categorization using microarray gene expression data 

[5]. On nineteen binary and multi-class gene expression 

datasets, the proposed method for class prediction is 

compared to existing ML algorithms. As a prediction 

analysis, the proposed approach works well. It generates 

simple and precise decision-making rules. Researchers [45] 

have utilized the CLFNN method to aid existing diagnosis. 

The proposed method is accurate and consistent. Here 

CLFNN has proved as a promising tool for clinical decision 

support. For the classification of microarray gene expression 

datasets, researchers [46] have used SVM, RBFNN, 

MLPNN, Bayesian, Decision Tree, and RF techniques. 

Clustering techniques such as K-means, DBC, and EM have 

been applied to microarray gene expression datasets. As a 

feature selection technique, SVM-RFE, Chi-Squared, and 

CSF have been used. These techniques were executed to 

eight two-class microarray datasets. They compared how 

well different approaches performed in classifying test 

datasets. The findings of the experiments demonstrate the 

importance of feature selection in identifying important 

genes and determining classification accuracy. Researchers 

[47] have built the profiles of patient serum proteins using 

mass spectrometry, and integrated with advanced data 

mining was found to be a great technique to achieve the 

mortality. The ovarian dataset has been obtained from the 

clinical proteomics program databank website.  

To accurately detect malignancy, researchers [48] have 

proposed a two-step feature selection method with a 15-

neural network. Utilising the feature selection method to 

deduce features. The proposed methods have been applied 

to the Wisconsin Diagnostic Breast Cancer (WDBC) dataset 

and compared to existing methods, demonstrating a 99.4% 

improvement in classification accuracy. The utilized 

methods are more promising and significant. Researchers 

have performed [49] the work in two stages: Stages one 

deals with J48graft decision tree for classification whereas 

stages two deals with the GA as a feature selection followed 

by the same J48graft decision tree classification method. 

Afterwards, they compared the performance of 

classification to the performance of feature selection 

followed by classification. In the same manner [50] 

modified RBF NN and GA followed by RBF NN were used 

to classify diabetes. The authors then contrasted the 

classification and feature selection methods to the 

classification method. Feature selection followed by 

classification methods has yielded positive results in both of 

the aforementioned works. For the classification of the Pima 

Indian Diabetes Dataset, researchers [51] have implemented 

Naive Bayes with Genetic Algorithm. First, GA selected the 

pertinent features, then Bayesian classification was 

performed on the relevant features. They [52] have utilized 

a functional link convolutional neural network to classify 
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diabetes mellitus. They have presented [53] a hybrid 

intelligent system for diagnosing diabetes disease. They [54] 

have demonstrated the implementation and analysis of 

diabetes classification algorithms. They have [55] provided 

a comparative analysis of diabetes classification methods 

using PCA and LDA. They have [19] evaluated the efficacy 

of PCA and PSO classification methods for diabetes. 

Various soft computing and computational intelligence 

techniques have been used to predict diabetes in the 

preceding works. Using both public and collected real-world 

data, researchers contrasted and analysed their proposed 

algorithms with those already in use. Similarly, [56] 

discussed soft computing approaches for breast cancer 

detection; Researchers [57] conducted a comparative 

analysis for leukaemia using machine learning and data 

mining methods, and [58] conducted a comparative analysis 

for leukaemia using soft computing approaches. 

Researchers [59] have summarised the classification 

techniques of soft computing, data mining, machine 

learning, and deep learning for the classification of diabetes. 

In addition, they have proposed benefits, issues, the 

applicability of techniques and tools, and prospective 

directions for existing articles. Researchers [60], [52] 

employed Multi-channel FLANN and Cat Swarm 

Optimization-based FLANN for noise removal in ultrasound 

images; Researchers [61], [62], [63] analyzed and compared 

the categorization of heart disease using ML techniques. ; 

Researchers [64],  [65] studied and compared computational 

intelligence and data mining for thunderstorm and lightning 

prediction. Researchers [66] suggested and tested a new 

statistical strategy for ovarian cancer feature reduction using 

high-resolution SELDI-TOF data. For feature reduction, the 

t-test and the four statistical moments technique are used. 

Kernel PLS models are used to improve accuracy and 

classification performance. The proposed model is 

appropriate for analyzing proteomics data with a high 

throughput. 

In Table 1, the overall summary of the existing works for 

ovarian cancer diagnosis has been discussed. 

 

 

Table 1. Summary of the existing works for ovarian cancer diagnosis 

Ref. Dataset Used 
Techniques and 

Tool Used 
Purpose Significance Accuracy 

[1] 

 

Ovarian, 

Prostate, Lung 

Cancer. 

A Combined 
approach i.e. 

GA and 

correlation-based 

heuristics, 
Decision trees 

(C4.5), SVM, 

Bagging and 
Stacking  

GA and correlation-

based data 

preprocessing 

heuristics. C4.5, SVM 

for Classification. To 

improve the accuracy, 

researchers have further 

used Bagging and 

stacking for the 
classification. 

Identification of the most 

significant genes. Due to 

partitioning of data, it does 

not need any earlier 

information of the genes 

thus it allows for flexibility. 

The mapping of genotype 

information to phenotype 

will reduce the complexity 

of cancer prediction. 

Bagging and stacking 

algorithms were used to 

enhance accuracy, and GA 

was employed for gene 
selection. 

 

Ovarian  

DT-(94.07%), SMO-

(97.46%), Bagging-

(97.46%), Stacking-
(97.46%). Prostate  

DT-(55.88%), SVM-

(67.65%), Bagging-

(26.47%), Stacking-
(67.65%). 

Lung  

DT-(81.88%), SVM-

(98.66%), Bagging-

(94.63%), Stacking-
(80.54%). 

[8] Ovarian Cancer 

  

Bayesian 

Networks, 

Logistic 
Regression, ANN. 

Bayesian Networks, 

Logistic Regression and 

ANN have been used 

for the classification of 
ovarian cancer. 

Bayesian networks are a 

useful tool for gaining 

medical knowledge, making 

judgments, and learning. 

They are mostly efficient in 

a combined sub-model. A 

Bayesian network has been 

proposed as a feasible 

solution for combining 

background knowledge and 
observations efficiently. 

Bayesian Network 

ROC: (0.952), 

Sensitivity: (94.7),  

Logistic Regression 

ROC: (0.904), 

Sensitivity: (85.4), 

ANN 

ROC: (0.951), 

Sensitivity: (87.5). 
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[4] 14_Tumors 

Data set. 

CD-MFS. CD-MFS used for the 

microarray data cancer 
tumor detection (14_ 

Tumors dataset) 

Compatibility, fewer rules, 

fewer genes used, and fuzzy 

rule capable of 

discriminating any type of 
tumor. 

69.43%. 

[5] Ovarian Cancer  CLFNN,  

PACL FNN 

CLFNN and PACL are 

utilized in ovarian 
cancer diagnosis. 

Interoperability, improved 

accuracy and training time. 

CLFNN (FALCON-

AART) -(94%), PACL 

(FCMAC-FALCON) -
(86%). 

[6] Ovarian 
Tumors 

Ultra-

Sonographer  

LS-SVM models 

with linear RBF 

kernels and 

logistic 
regression. 

 

To distinguish between 

benign and malignant 

ovarian cancer, the 

Bayesian evidence 

framework was used to 

implement and evaluate 

LS-SVM with linear, 

Radial Basis Function 

(RBF) kernels and 

logistic regression 

models. The LS-SVM 

with nonlinear RBF 

kernels has the greatest 
performance. 

Optimal input variable 

selection, support for 

statistical learning theory, 

reliability, and assistance to 

doctors in generating a 

correct diagnosis, thereby 

assisting those investigators 

with limited expertise in 

accurately predicting 
preoperative outcomes. 

LS-SVM with RBF 
Kernels 

ROC: (0.94), 

Sensitivity: (90.0%), 
Specificity: (80.6%). 

[67] Ovarian 

Cancer, Colon 

and Breast. 

Regression 

analysis, GA, 

PSO, SVM, 
Analysis 

of Variance 

(ANOVA) and 

improved fuzzy 

model. 

To locate target genes, 

regression analysis was 

performed. To identify 

gene markers from 

target genes, the GA, 

PSO, SVM, and 

ANOVA procedures 

have also been 

combined. The gathered 

gene markers are used 

to classify cancerous 

tissues using the 
updated fuzzy model. 

The suggested methodology 

can be used to evaluate 

gene expressions in ovarian 

cancer microarray data in 

this investigation. It 

performs well in terms of 

gene selection and 
classification. 

ovarian 

cancer 

…………… 

Colon 

(99.13%), 

Breast 

(98.55%). 

 

[68] Lymphoma, 

Lung, Ovarian 
Cancer Dataset,  

 

Genetic 

Programming 
(GP) 

Common gene 

expression datasets, 

including lymphoma 

cancer dataset, lung 

cancer dataset, and 

ovarian cancer dataset, 
are classified using GP. 

Enhances classification 

effectiveness and diversity. 

The proposed method is 

independent of training 

data, allowing it to be 

effective in cancer 
classification. 

Lymphoma 

(91.3%), 

Lung 

(98.2%), 

Ovarian 

(96.9%). 

[45] 

 

Ovarian Cancer 

Dataset, blood 

tests, Proteomic 

Spectra of 
Ovarian Cancer 

CLFNN CLFNN is a tool that 

aids in the diagnosis of 
existing conditions. 

CLFNN is a promising 

instrument for clinical 

decision support due to the 

precision and consistency of 

its diagnostic decisions. It 

also outperforms most 

conventional methods and 

surpasses them. 

ovarian 

cancer dataset 

(90.70%), Based on 

blood tests (78.90%), 

Proteomic spectra 
(94.70%). 

[69] Leukemia, 

Colon, Lung 

and Ovarian 
Cancer. 

Correlation 

analysis, Fisher 

ratio and 
Estimation of 

Distribution 
Algorithm (EDA) 

EDA is used to design 

the classifier committee 

for classification, while 

correlation analysis and 

Fisher ratio are utilized 

to extract valuable gene 

features and reduce 

dimensionality while 

maintaining informative 

features. 

Best recognition rates.  Leukemia  

(98.6%), 

Colon 

(95.2%),  

Lung cancer 

(100%), 

Ovarian 

(99.6%).  
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[70] Pima Indian 

Diabetes 

Dataset 
(PIDD), 

Wisconsin 

Breast Cancer 

Dataset, 

Ovarian 

Cancer. 

GA and Rough 

Set Incorporated 

Neural Fuzzy 
Inference System 

(GARSINFIS), 

GA and Rough 

Set Clustering 
(GARSC). 

GARSINFIS employs 

the foundation of 

inference rules 

automatically generated 

by our proposed 

GARSC method. 

GARSC is a clustering 

method that combines 

GA & RS theory 

together. GA is used to 

find the best solutions. 

The RS theory is used 

to solve the problem of 

dimensionality curse. 

The original knowledge 

base is considerably 

deduced via RS 

approximations without 

losing crucial 
information. 

Achieves majorly correct 

diagnosis, automatically 

derives rules which are 

consistent with expert 

knowledge and has high 

level of interpretability.  No 

human interference is 

required as well as a smaller 

number of parameter and 
constrain required.  

PIDD 

(74.36%), 

Wisconsin breast cancer 

dataset 

(95.33%), 

Ovarian cancer 

diagnosis-1 dataset 

(98.95%), 

Ovarian cancer 

diagnosis-2 dataset 

(71.26%), 

Ovarian cancer 

diagnosis-3 dataset 

(81.58%), 

Ovarian cancer 

diagnosis-4 dataset 

(83.31%). 

[71] Eleven Cancer 

Datasets. 

PSO C4.5.  PSO integrated with a 

C4.5 DT technique is 

used for gene selection. 

It selects a minimal 

number of significant 

genes from the vast 

number of genes that 

can play a role in cancer 
detection. 

Superior performance over 

all other existing 
techniques. 

……………. 

[72] Breast, Colon 

DLBC, 

Leukemia, 
Lung 

Ovarian 
Cancer. 

SVM-RFE, 
Binary Dragon 

Fly (BDF). 

SVM-RFE is utilized to 

find 60% of candidate 

genes, and BDF is 

employed to identify the 

optimal subsets of 

candidate genes. This is 

optimized with the help 
of an objective function. 

The experimental study 
demonstrates that the 

methodology is efficient 

and achieves a good 

accuracy using much 

smaller genes. The 

employed methodology can 

effectively address the 

problem of gene selection 

and cancer diagnosis. 

Is stable, and increases the 

complexity and quality of 
the classification model.  

 

phase 1, phase2 

Breast cancer  

(64.71%, 86.22%), 

Colon cancer 

(81.08%, 97.46%),  

DLBC  

(80.62%, 89.44%), 
Leukemia 

(81.48%, 95.81%), 

Lung cancer 

(80.73%, 99.14%), 
Ovarian cancer 

(93.80%, 98.19%). 

[73] Wisconsin 

Diagnostic 

Breast Cancer, 

Parkinson’s 

Disease, Heart-

Statlog, Colon 

Tumor, Central 

Nervous 

System, All-

AML 

(Leukemia), 

Breast cancer, 
Ovarian cancer. 

BBHA, RF, 

Bagging, C5.0, 

C4.5, Boosted 

C5.0 and CART, 
Naïve Bayes. 

BBHA have been used 

for feature selection 

whereas RF, Bagging, 

C5.0, C4.5, Boosted 

C5.0, CART, Naïve 

Bayes have been used 
for classification.  

Removes the problem stuck 

in local optima. 

Computationally cheap, 

with higher efficiency in 

terms of CPU time. 

Reduces the number of 

model configuration 

parameters. The number of 

selected optimized 

characteristics and 

performance parameters 

(accuracy, specificity, and 
sensitivity). 

 

BBHA_RF  

Wisconsin diagnostic 

breast cancer 

(97.38%), parkinson’s 
disease 

(93.91%), 

Heart-statlog, 

(85.75%), 

Colon tumor 

(91.41%), 

Central nervous system 

(91.85%), 

All-AML (Leukemia) 

(98.61%), 

Breast cancer 

(87.77%), 
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Ovarian cancer 

(99.82%). 

[74] Ovarian cancer. GA and ANFIS. GA is used for feature 

selection, whereas 

ANFIS is used for 

classification. 

Minimize costs, maximize 

precision, execute quickly, 

improve classification 

accuracy, and ease 
in implementation. 

ANFIS 

(RMSE-1.15153) 

GA_ANFIS 

(RMSE-1.15153) 

[75] Ovarian cancer, 

Pancreatic 
cancer. 

GA, 

Support Vector 

Machine (SVM). 

GA has been used as a 

technique for feature 

selection and SVM for 
classification. 

In context of feature 

selection technique, 
economic with respect to 

time, reduce datasets, 

remove irrelevant data, 

improved accuracy of 

Classifier and overall 
reliable. 

Ovarian cancer 

(99.07%), Pancreatic 
cancer 

……………. 

[76] Leukemia, 

Breast, Colon, 

Ovarian 

Prostate, Lung 
cancer datasets. 

GA, PSO and 

SVM. 

The GA and PSO 

methods are used to 

select informative genes 

from thousands of 

candidates, while the 

SVM algorithm is used 

for classification. 

Acceptable solutions. Leukemia  

(97.38%), 

Breast (86.35%), 

Colon (100%), 

 Ovarian (99.44%), 

Prostate (98.66%), 

Lung (90.00%). 

[77] Serum Samples  SVMRFE, 1SVM, 

SVMRFE_NL, 

VMRW, SVM, 
SVM_NL.  

SVMRFE with linear 

SVM, L1SVM, 

VMRFE_NL, SVMRW 

have been utilized as a 

feature selection 

technique whereas 
SVM, SVM_NL  

 have been used as the 
classification methods.  

Accurate, reliable, most 

promising metabolomic-

based approach for 
detection of ovarian cancer. 

……………. 

[20] Ovarian, Acute 

Myeloid 

Leukemia 

(AML)/Acute 

Lymphoblastic 

Leukemia 
(ALL), Colon. 

SVMs SVMs have been 

utilized for the 

classification of 

microarray expression 

dataset namely Ovarian, 
AML/ALL, Colon. 

Robustness, SVMs are able 

to successfully classify the 

microarray expression data 

and give good performance. 

It may be utilized to find 
mis-labeled data. 

…………….. 

[78] Breast Cancer, 

Lung Cancer, 

Colon Tumor, 

Ovarian 

Cancer, 
Leukemia. 

K-S test, CFS, K-

S test-CFS, 

mRMR, ReliefF, 

and SVM. 

K-S test, CFS, K-S test-

CFS, mRMR, ReliefF 

algorithm have been 

utilized for gene subset 

selection and SVM for 
classification. 

K-S test-CFS demonstrates 

the effectiveness of the 

combined of the K-S test 

and CFS. Overall, the 

proposed approaches are 

very effective and 

promising. 

K-S test-CFS (Best 

Perf.)  

Breast cancer 

(87.4%), Lung cancer 

(91.6%) Colon tumor 
(90.1 %),  

 Ovarian cancer 

(98.5%), Leukemia 
(79.6%). 

[79] Lymphoma 

Data sets, 

Leukemia data 
set. 

PCA, Class-

separability 

analysis, Fisher-
ratio, t-test, SVM. 

PCA, Class-separability 

analysis, Fisher-ratio, t-

test are utilized for 

feature reduction and 

SVM are utilized for 

microarray cancer 
datasets classification. 

Dimensionality reduction 

eases the task because 

significant genes establish a 

new input space in which 

the instances are more 

likely to be correctly 

classified, SVM provides 
High classification accuracy 

……………. 
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Fig. 1. Accuracy for existing works on Ovarian Cancer. 

 

 
Fig. 2. ROC and Sensitivity for existing works on Ovarian Cancer. 

 

Fig. 1 represents the accuracy for existing works of 

ovarian cancer. This figure illustrates the utilized techniques 

performance in context of accuracy for the existing articles 

of ovarian cancer. Table 1 is graphically represented in 

Figure 1 which illustrates the accuracy comparison for 

utilized techniques. 

Fig. 2 represents the ROC and sensitivity for existing 

works of ovarian cancer. This figure illustrates the utilized 

techniques performance in context of ROC and sensitivity 

for the existing some articles of ovarian cancer. Table 1 is 

graphically represented in Figure 2 which illustrates the 

ROC and Sensitivity comparison for utilized techniques. 

3. DESCRIPTIONS OF DIFFERENT TECHNIQUES 

AND TOOLS USED 

There are various used existing techniques and tools which 

are used for classification algorithms for ovarian cancer 

diagnosis. Table 2 provides a concise summary of 

Techniques' benefits, issues, and applicability. 

 

75
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105
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Paper Reference No. with used techniques

Accuracy for existing works on Ovarian Cancer

Accuracy %

0,8

0,82

0,84

0,86

0,88

0,9

0,92

0,94

0,96

[6] LS-SVM [8] Bayesian Network [8] Logistic Regression [8] ANN

Paper Reference No. with used techniques

ROC and Sensitivity for existing works on Ovarian Cancer

ROC Sensitivity
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Table 2. Concise summarization of existing techniques/tools for Ovarian Cancer classification 

Techniques/Tools Used  Advantages Issues Applicability 

Analysis of Variance 

(ANOVA)  

It is simple to deduce the 

experimental error to a large 

extent, and it is possible to 

deduce or increase the number 

of treatments. Design suitable 

for laboratory experiments; 

increased statistical power.   

Unequal sample sizes influence the 

robustness of the assumption of 

equal variance, local control is 

completely neglected. Design is 

inefficient and sensitive as 

compared to others and difficult to 

determine which group is different. 

Manufacturing, Healthcare 

service, Power reactors, 

Chemical plants, 

Recommendation of fertilizer 

against others for the 
improvement of a crop yield. 

Regression Analysis  Simple implementation, easier 

to interpret and can be 

performed on linearly separable 

datasets. Over fitting can be 
reduced by regularization.   

Prone to under fitting and prone to 

outliers. It assumes that the data is 

independent. Poor data, software 

limitations, human error and linear 

relationship are among the variables 

so not recommended for most 

practical applications. Includes a 

protracted and intricate calculation 

and analysis procedure. Cannot be 

utilized in qualitative phenomenon 
viz honesty, criminality, etc. 

Operation efficiency, 

Predictive analytics, 

Supporting decisions, New 
insights and Correcting errors. 

Correlation Analysis Determine the direction and 

strength of two variables' 

relationship. Study behavior 

like Gain quantitative 

information that can be readily 

analyzed.  Possesses a 

favorable starting position. 

Research studies are simple to 

categorize. 

Cannot show cause and effect. Ha 

no control of third variable that 

might affect the correlation. 

Research can be a time-consuming 

process. 

Insurance companies, 

Government through census, 

Item analysis, Factor analysis, 
Graphical form. 

Binary Dragon 

Fly (BDF) 

Is scalable, flexible and robust.  Is non-optimal, uncontrollable, 

unpredictable, non-understandable 
and non-immediate. 

Image Processing, Machine 

Learning, Engineering 

(Mechanical, electrical, etc.), 
Wireless and Network. 

Binary version of Black 

Hole Algorithm (BBHA) 

Individual modes may 

dominate the time evolution of 

some perturbation and an entire 

set of them could be used to 

totally depict this time 
evolution. 

When a black hole evaporates 

information is gone. Due to this 

there is difficulty in energy 

conservation and invariance in time 
predictability. 

Optimization Problems 

(Travelling Salesman 

Problem), Set Covering, 

Image Processing, Data 

Mining, Computer Vision, 
Science and Engineering.   

Kolmogorov-Smirnov (K-

S) test  
More powerful test, easier to 

compute. The test statistic is 

independent of the expected 

frequency distribution. Can be 

used for goodness of an exact 

test. Small sample could work 

as well. Is distribution free, K-
S tables are easily available.  

More sensitive to deviations near 

the middle of the distribution than 

at the tails. Only applies to 

continuous distribution. 

Distribution to be compared which 
must be fully specified. 

Continuous distributions, 

Pseudo random numbers, 

Uniform distributions, 

Cumulative Probability 

Distribution (CDF), Normality 
assumptions.  

GA, Decision Trees, 

SVM, Bayesian 

Networks, Logistic 

Regression, ANN, PSO, 

Fuzzy Logic, Rough Sets, 

ANFIS, PCA, KNN, 

Likelihood, Naive Bayes, 

CART, Random Forest, 
Adaboost 

[59] [59] [59] 

WEKA, MATLAB, C++ 

Builder, Java, Oracle, 
SPSS. 

[59] [59] [59] 

GDA, Ranker Search, K- [59] [59] [59] 
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means clustering, 

Bijective Soft Set, ACO, 

LDA, Association rules, 

K-fold cross validation, 

Gausian mixture model, 
Validation.  

 

Table 3. Summary of the Future works over existing works for ovarian cancer 

Ref. Existing Works Future Works 

[1] For data preprocessing, genetic algorithms (GA) and correlation-

based heuristics were used.  C4.5 decision trees and SVM have 

been used to classify gene expression data sets, such as ovarian, 

prostate, and lung cancer. To improve the accuracy, researchers 
have further used Bagging and stacking for the classification. 

To attain good accuracy, the proposed approach can be 

used in conjunction with other models. The incorporated 

gene-search algorithm will aid in the selection of 

treatment options and the development of medications 

by detecting categorization algorithms in a timely and 

accurate manner. 

[8] Bayesian Networks, Logistic Regression, ANN have been used 

for the classification of ovarian cancer. The Bayesian networks 

have been suggested the best among all for the classification of 

ovarian tumor. 

The applicability of the proposed techniques has been 

summarized. A possible hybrid usage of the technique 

has been outlined to design an algorithm which will 

predict the correct class i.e., benign or malignant. 

[4] A new memetic algorithm called CD-MFS was used to develop a 

fuzzy rule base system for explainable gene expression classifier. 

It is used for cancer tumor detection from 14_Tumors data set.  

The performance has been evaluated through this data set and 
also compared with other existing classification system. 

Improvement in accuracy can be obtained using CD-

MFS as well as concise rule set for medical conditions 
can be developed. 

[5] In ovarian cancer, CLFNN (FALCON-AART) and PACL 

(FCMAC-FALCON) are used as diagnostic decision support 

systems. Both networks are capable of automatically inferring 

and formulating a rule-base without previous knowledge of the 
problem domain. 

They can rely on intuitive fuzzy rules to support their 

thinking on their own, which is critical for building 
client trust.   

[6] To use and assess LS-SVM classifiers in a Bayesian evidence 

framework to distinguish between malignant and benign ovarian 

cancer. The dataset was examined, relevant features were chosen, 

parameters were estimated, and performance was evaluated using 

a ROC chart. 

Designing a hybrid strategy that combines the black-box 

learning capabilities with the expert knowledge of 

white-box models to increase model performance even 
more. 

[67] In this study, gene selection and ovarian cancer classification 

were combined. Using regression analysis, target genes were 

identified. Selection of gene marker from target genes was done 

using GA, PSO, SVM and ANOVA Additionally, the updated 

fuzzy model uses the collected gene markers to categorize cancer 

tissues. The researcher’s method has also been tested on datasets 
related to colon and breast cancer. 

The researcher’s method has shown to be effective in 

the treatment of ovarian cancer, and it may also be 

effective in other diseases. Biologists can use the results 
of this study as a guide. 

[68] Classification using GP was done using gene expression datasets 

lymphoma cancer dataset, lung cancer dataset, and ovarian 

cancer dataset. Diversity was estimated by using a distance 
measurement among classification rules. 

For assessing accurate diversity, a more complex 

distance measurement will be developed for ensemble 

GP. A non-pair-wise method for assessing diversity will 
be investigated as well. 

[45]  CLFNN model was proposed to help in diagnosis. Compared to 

CI approaches, the CLFNN takes advantage of lateral inhibition 

between positive and negative events. It also has a feature that 

allows it to generate rules on its own. The FALCON-AART is a 
good example of CLFNN's performance. 

The proposed methodology could be applied to verify 

different ovarian cancer hypotheses or theories. 

[69] A new ensemble method has been proposed by researchers. To 

begin, correlation analysis and Fisher ratio utilized to extract 

useful gene features, decrease features, and keep the important 

ones. The EDA is then used to create a classification classifier 

committee. Finally, the outcomes of the suggested techniques are 

compared with several advanced artificial techniques to find that 
the proposed methods had a higher recognition rate. 

The proposed novel approach can be used for other 

medical diseases. 
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[70] GARSINFIS is a novel self-organizing model proposed by 

researchers that employ the inference rules base automatically 

derived by our proposed GARSC method. GARSC is a clustering 

method that combines GA & RS theory together. GA is used to 

determine optimal solutions. The RS theory is used to solve the 

problem of dimensionality curse. RS approximations deduce a 

substantial portion of the original knowledge base without 

sacrificing vital information. Simple convincing fuzzy inference 

rules are systematically devised to diagnose both published 

medical data sets and hospital-collected real-world ovarian 

cancer data. The proposed method can be used to diagnose 

ovarian cancer as a trustworthy decision support system. 

The proposed approach may increase accuracy and 

become more reliable for other medical diseases. 

[71] Using a PSO combined with a C4.5 decision tree, researchers 

have suggested a unique method for relevant gene selection. 

From the millions of genes in the data, a small number of 

significant genes that can aid in the identification of tumors are 

identified. The proposed PSO C4.5 technique was presented, and 

the results were compared to those of other well-known 

classifiers, including the support vector machine, self-organizing 

map, BP neural networks, and C4.5 decision tree.  Eleven cancer 

datasets were used to evaluate the effectiveness of the proposed 

method. The proposed technique achieved a good accuracy 
compared with existing techniques. 

It is necessary to conduct further research into the 

adjustment of PSO parameters as well as the local 
optima trapping problem. 

[72] For the process of diagnosing malignancy, researchers have 

proposed kernel-based learning and attribute selection. The 

proposed strategy consists of two phases: In the first phase, the 

SVM-RFE algorithm is used to select sixty percent of candidate 

genes, and in the second phase, the BDF algorithm is used to 

identify the optimal subsets of candidate genes. This is optimized 

by using objective function. Colon cancer, breast cancer, 

leukemia, ovarian cancer, lung cancer and DLBCL cancer were 

among the six microarray datasets used in this trial. 

The objective function may be derived from distances 

between classes or gene correlation. 

[73] Researchers have proposed a BBHA for feature selection and 

have applied 6 well known DT classifier notably RF, Bagging, 

C5.0, C4.5, Boosted C5.0 and CART for biological data. The 

proposed methodology is applied to eight publicly accessible 

datasets, and BBHA is compared to PSO, GA, SA, and CFS. 

Further BBHA is combined with Naive Bayes and executed on 

datasets along with also image domains. The study shows that the 

RF outperforms and BBHA is the better feature selection 
technique compared to Binary PSO, GA, SA, CFS.  

The proposed technique can be used in a variety of 

fields, including pattern recognition and bioinformatics. 

Also, researchers may apply a new strategy for the 

implementation of BBHA for the improvement than 
existing.  

[74] Researchers have proposed a GA for feature selection and ANFIS 

for classification. The primary objective of this study is to 

simultaneously optimize the parameters and feature subset 

without degrading ANFIS classification performance. The 

features were chosen from a total of 15154 using feature 

selection algorithms. It reduces the cost of computation and 

boosts the efficacy of classification methods. 

The proposed methodology is applicable to additional 

medical conditions. 

[75] SVM and GA have been used for attribute selection and 

classification, respectively. Through GA technique, 20 relevant 

attributes have been selected among 15154 for ovarian cancer, 

whereas 16 relevant attributes have been selected among 6771 for 

pancreatic cancer. By reducing datasets, it decreases the 
computation cost of CPU. 

The proposed approach may be used in another 

biological dataset. 

[76] Researchers have discussed and compared the use of genetic 

algorithms (GA) and particle swarm optimization (PSO) with 

support vector machines (SVM) for the classification of high-

dimensional microarray data.. The GA and PSO methods are 

used to choose a smaller number of relevant genes from 
thousands of candidates, whilst SVM is used for classification. 

In an effort to identify the optimal set of genes, 

amalgamation of other meta-heuristics with 

classification was used. In this context, the use of multi 

objective approaches may contribute in gene subset 
selection.  

[77] Researchers have looked into new methods for automatically 

classifying metabolic data derived from ovarian cancer and 

The advanced machine learning algorithm may be 

developed for the mentioned evaluation procedures. 
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benign control sera. SVMRFE with linear SVM, L1SVM, 

SVMRFE_NL, SVMRW have been used as a method for 

selecting features and SVM SVM_NL have been used as the 

classification methods. The proposed approaches were used to 

examine based on the three evaluation procedures. The validation 

was done using: (a)50 trials of 52-20-split validation (b) leave-

one-out-cross validation (LOOCV), (c) 12-fold cross validation 

(CV). The LOOCV is the most reliable among all three 

evaluation procedures. SVMRFE_NL is the best feature selection 

among all three and SVM_NL is best classification method. 

Overall SVMRFE_NL with SVM_NL performs the best 
performance. 

[20] SVMs have been employed in the classification of tissue 

instances as well as the investigation of data for mislabeled or 

dubious tissue outcomes. 

There is an assumption that forecasts of a treatment's 

success or failure will be feasible, but so far, the 

findings of these types of experiment studies have been 

indeterminate. 

[78] Researchers have presented CFS, K-S test-CFS, Minimum 

Redundancy Maximum Relevance (mRMR), K-S test and 

ReliefF algorithm for gene subset selection and SVM for 

classification. Initially, the K-S test algorithm select distinguish 

genes or candidate gene set, and then, CFS was used to identify 
genes among those selected by the K-S test. 

Compared to other gene selection method, K-S test-CFS 

outperforms, but it has no advantages over the other 

algorithms in terms of runtime. As a result, the study's 

future focus will be on how to improve the K-S test-CFS 

algorithm's performance. 

[79] Researchers have presented a Fisher-ratio, PCA, t-test, class-

separability analysis, utilized for feature selection and SVM are 

utilized for Gene expression data sets, lymphoma data sets, 

Leukemia data set classification. Due to the fact that significant 

genes designate a new input space in which the data set is 

anticipated to be accurately classified, dimension reduction can 
simplify the task. SVM provides results that are effective. 

Linear SVMs can be implemented with nonlinear 

problems. 

 

4. DISCUSSION AND FUTURE DIRECTIONS 

The future works over the existing works for the ovarian 

cancer are discussed in Table 3. 

The primary goal of this review article is how to achieve 

early diagnosis, enhance the procedure and accurate 

detection for ovarian cancer. 

Fig. 3 illustrates the summarization of this review article. 

In this review article, authors have collected information 

from various sources such as journals, books, book chapters, 

conference papers, internet, etc. They have majorly found 

research articles on classification techniques, and feature 

selection followed by classification techniques for the 

prediction of ovarian cancer. Classification is one of the 

most extensively used and efficient techniques for a variety 

of applications, such as the medical diagnosis of ovarian 

cancer patients. The ovarian cancer datasets were not the 

same in each article as it was from different sources. 

Thereafter, authors have briefly summarized the existing 

research articles in context of name of dataset, techniques 

and tools used for the purpose of techniques, advantages, 

issues and applications of particular tool, and techniques. 

The performance of each technique has been summarized in 

context of accuracy. The review article is suggesting us that 

researchers may directly start his work with the help of 

future work and issues given in the article. 

5. CONCLUSIONS AND LIMITATIONS 

It is commonly known that up until a few years ago, doctors 

only used their clinical judgement to diagnose the ovarian 

cancer disease and relied heavily on the patient's 

unprocessed clinical data, which mostly consisted of 

laboratory test results. These laboratory test results differed 

according to meals, exercise, illness, stress, slight 

temperature variations, various pieces of equipment, and 

sample handling techniques. Therefore, this form of disease 

diagnosis is not only time-consuming, but also completely 

dependent on the availability and expertise of the physician, 

who must deal with ambiguous and imprecise patient 

clinical data. The necessity for an effective (intelligent) 

diagnosis system is therefore critical for enhancing and 

accelerating the decision-making process utilizing only 

readily available clinical data. The significance of the 

research article has been summarized considering the 

performance of many existing articles and also outlined the 

optimally designed hybrid techniques with a medical point 

of view to design a model to predict the correct class. The 

limitation of these works is that, it doesn’t guarantee a good 

accuracy for the application of classification techniques on 

medical datasets like ovarian cancer. Also, accuracy will 

differ for different databases. The same thing when applied 
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with feature selection methods has proven to be better for 

Ovarian Cancer Dataset but its efficacy w.r.t. other 

databases need to be ascertained. 

 

 

Fig. 3. Summarization of Review Article 
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