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A B S T R A C T 

Clustering plays an important role in the analysis of genetic datasets. In the gene dataset, 

there is a lot amount of hidden information. Understanding functional genomics needs to 

be strengthened to explore hidden information in gene expression data. Many challenges 

arise when dealing with the gene dataset. These challenges are the huge amount of data, 

dimensionality, and dataset changes over time. This kind of problem can be solved with 

the help of clustering algorithms. Therefore, clustering techniques are the first step in 

solving these challenges and are needed for data mining processes to uncover gene 

dataset’s structure and hidden patterns. Many clustering algorithms analyze gene 

expression datasets. In this research, the cancer gene database has been clustered using 

five clustering algorithms, including K-Means Clustering, Hierarchical Clustering, SOM 

(Self-Organizing Map), and DBSCAN (Density-Based Spatial Clustering of 

Applications with Noise).  Various external and internal clustering evaluation indices 

determine the clustering effectiveness of all clustering techniques and Calinski-Harabaz 

Index value is good for all the clustering techniques’. The outcome of the k-means 

clustering algorithm is best as compare to other clustering techniques.  

 

1. INTRODUCTION 

A variety of Genes are small chromosomal segments that 

perform additional functions such as storing encrypted data 

for protein synthesis.  These sequences have been found in 

chromosomes of varying lengths, and some of them share 

specific functions.. The analysis of DNA sequences is a 

critical application area in computational biology, and 

discovering similarities between genes and DNA sub-

sequences provides critical information about their 

functions and structures [2]. To find similarities between 

biological sequences, clustering, a popular data mining 

technique has been applied [3]. For instance, by grouping 

genes, the functions of those genes can be inferred based 

on the known functions of genes in other groups [4]. 

Several common pattern recognition methods, including k-

means, k-nearest neighbors, and neural networks, can be 

used to cluster sequential data.  

However, when observations include sequences with 

varying lengths, such as genes, these methods become 

extremely complex. Gene expression levels were measured 

simultaneously using DNA microarray technology [1], and 

the analysis of genetic data revealed the functional activity 

of genes. But in this technology, some useful information 

is lost, and then the clustering algorithms help in the 

analysis and find the missing information. The clustering 

groups the similar objects. The DNA microarray 

experiment generated the data in the form of matrix 

G={Epq | 1<= p<= K; 1 <= q <=L}. The total number of 

rows is represented by K, which is the total number of 

genes. L represents the total number of columns, that is 

experimental condition. To identify the cluster, different 

clustering algorithms have been used. Several clustering 

algorithms are available to cluster the data. For the gene 

clustering authors are generally applied the K-Means 

Clustering [2], SOM [5-8],  DBSCAN [3-4], and 

Hierarchical Clustering [9-11] and implemented on cancer 

gene expression datasets [12, 24, 25, 27, 28,29]. The 

implemented clustering has been validated by several 

internal and external validation techniques.  

In this paper, section 2 highlights the several clustering 

techniques including k-menas, hierarchical clustering, 

SOM and DBSCAN and the important external and 

internal validation techniques. Section 3 discussed about 

the datasets and section 4 highlights and implementations 

and results. Finally section 5 highlights the importance of 

this research.            
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2. METHODOLOGY 

This section will establish the groundwork concepts and 

background knowledge necessary for the subsequent 

discussions. This section highlights the important 

algorithms and the validation approach related to the 

clustering of genes. 

2.1. Clustering Algorithms 

K-Means: It is coms under the unsupervised machine 

learning algorithm. It is based on centroid-based techniques 

and uses the partition method for clustering. Here K 

represents the number of clusters, which is initialized 

randomly.  

The appropriate value of K is decided by the Elbow 

graph by selecting the knee value (where abrupt change 

occurs) or based on the previous experience. The elbow 

graph is drawn between the WCSS (within-cluster sum of 

square) and the number of clusters. The optimal number of 

clusters is determined by selecting the value under the 

middle region and the reasonable number of nodes. 

This algorithm clusters the data into k disjoint subsets 

that optimize the objective function, which is given as: 

𝐸 = ∑ ∑ |𝑜𝑏 − 𝜇|2
𝑜𝑏 ∈ 𝐶𝑔

𝑛
𝑔=1  (1) 

where, ‘ob’ represents the object in cluster Cg and μ is the 

Centroid or mean of the objects in Cg. If the initialized 

centroid is very close, then the number of the cluster may 

be increased, i.e. incorrect. So initialized centroid should 

be very far. 

Hierarchical Clustering:  Hierarchical clustering is 

based on the unsupervised machine learning algorithm. 

This is a simple and proven method to analyze gene 

expression data by generating gene clusters with similar 

expression patterns. In the Hierarchical clustering 

algorithm, the clustering has been done hierarchically and 

represented like a tree is called a dendrogram [13]. For 

finding the number of clusters in hierarchical clustering, 

find the longest vertical line that has no horizontal line 

passing through it. It is very useful for the small dataset. It 

takes less time than the K-Means clustering algorithm. it 

can be used to group data in agglomerative (bottom-up) or 

divisive (top-down) ways. 

DBSCAN: DBSCAN is a clustering algorithm that uses 

the density approach with noise. It finds clusters of varying 

shapes and sizes in enormous data volumes containing 

noise and outliers. DBSCAN takes two parameters: 

1.eps: Distance measuring of a point to the 

neighborhood of any point. 

2. MinPts: MinPts is the minimum number of neighbors 

(data points) inside the eps radius. The value of the 

MinPts should be determined based on the data size. 

The minimal MinPts are MinPts >= dimensions +1 in 

the number of dimensions in the data collection. The 

minimum MinPts value must be set to 3 or greater. 

SOM (Self-Organizing Map): A self-Organizing Map 

is a clustering technique. T. Kohonen developed it in 1977. 

It is a trained model without any supervision. Hence SOM 

is unsupervised learning. SOM learns on their own through 

unsupervised competitive learning. SOM is a neural 

network that maps multi-dimensional data into lower-

dimensional data. SOM has two layers. One is the input, 

and the other is the output. The input and output in this 

clustering technique are in a two-dimensional grid. The 

closest vector is used to map the input and output neurons. 

It takes a high-dimensional input and produces a low-

dimensional output, and each input-data acts as training 

data during the computation process. The cluster was 

discovered after data training by mapping all data to 

possible output neurons. 

2.2 Clustering validation index 

Silhouette Index: This metric is used to assess the 

effectiveness of clustering techniques. The values of the 

silhouette index range from -1 to 1 [14]. If the silhouette 

index is negative, it indicates that the sample was assigned 

to the incorrect cluster, while 1 indicates that the clusters 

are well separated and distinct. 

A silhouette plot shows how close each point in a cluster is 

to another point in the same cluster. The silhouette index 

has the following mathematical equation: 

𝑆𝑙(𝑘) =
(𝐴𝑘−𝐵𝑘)

max (𝐴𝑘,𝐵𝑘)
 (2) 

where, Sl(k) represents the silhouette coefficient of the kth 

data point. AK represents the minimum average distance 

between the kth data point and all other data points in the 

nearby cluster. Bk represents the average distance between 

the nth data point and all other data points in the same 

cluster. 

Davies-Bouldin Index (DBI):  It is defined as the ratio 

of intra-cluster (inside the cluster) to inter-cluster (between 

the clusters) distance [15]. It is used to find the centroid of 

the cluster. The Davies-Bouldin index ranges from 0 to 1. 

The best results are obtained when the value is close to 

zero.  

Calinski-Harabaz Index (CHI):  It is the ratio of the 

inter-cluster (with-in the cluster) dispersion sum to the 

intra-cluster (between the clusters) dispersion sum for all 

clusters [16]. Inter cluster dispersion means the sum of the 

with-in cluster dispersion for all the clusters and Intra 

cluster means the weighted sum of the between the cluster 

dispersion. It is known as the variation ratio criterion. In 

the Calinski-Harabaz index, good clusters have a large 

value of intra-cluster variance and small inter-cluster 

variance. 

Adjusted Mutual Information (AMI): This is the 

coordination of mutual information and is used for the 

similarities between the two data labels [17]. Adjusted 

Mutual information is used for the unbalanced ground truth 

clustering and there should be a small cluster. Higher the 
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adjusted mutual information value shows the purity of the 

cluster. It takes 0 when the mutual information between 

two partitions is equal and it takes 1 when both partitions 

are the same. 

Normalized Mutual Information (NMI): This is the 

normalization of the mutual information score. It is used 

for scaling the result between 0 and 1 [18]. The value of 0 

means no mutual information or the sets are dissimilar and 

1 means perfect correlation or the sets are identical. It is 

used for comparing two partitions whether a different 

number of clusters. It tells about the uncertainty of the 

class labels. It is the same as the information gained in the 

decision tree. 

Fowlkes mallows Index (FMI): It is used for finding 

the similarities between a clustering and benchmark 

classification or between two hierarchical clustering or 

among different clustering algorithms [19]. It is 

promotional to the number of true positives. The higher the 

value of the Fowlkes-Mallows index, the greater will be the 

similarities. For the unrelated data sets its value will be 0. 

The mathematical formula for the Fowlkes-Mallows index 

is given as follows: 

𝐹𝑀 = √𝑃𝑃𝑉 ∗ 𝑇𝑃𝑅  =  √
𝑇𝑃

𝑇𝑃+𝐹𝑃
 +  

𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

where,  

TPR = true positive rate 

 PPV= positive predictive norm.  

TP = True Positive, 

FP = False Positive, and  

FN = False Negative. 

Homogeneity Score:  A cluster will be homogeneous if 

the data of all the clusters belong to the member of a single 

class [20]. It ranges from 0.0 to 1.0 where 1.0 shows the 

homogeneous labeling.  In this technique, the permutation 

of the label of the cluster never changes. Hence it is free 

from label value in any way. 

Completeness: It is the complement of the homogeneity 

score [21]. It is used for providing information about the 

sample of the same class. The output of the clustering will 

be completeness if all the data points that are a member of 

the assigned class are the element of that cluster. In this 

method, the permutation of the cluster’s label never 

changes. So it is free from the data label's value in any 

way.  

Rand Index: It is used for measuring the similarity 

between two clustering algorithms [22]. Mathematically, 

Rand indexes represent precision (accuracy) and are 

applied when class labels are not used.  

       The mathematical equation for calculating the Rand 

index is given below: 

𝑅 =
𝑎+𝑏

𝑁𝐶2

 (4) 

Where, a denotes the number of times a pair of data 

points belong to the same cluster, b denotes the number of 

times a pair of data points belong to a different cluster and  

NC2indicates the number of unordered pairs in a set of n 

data points. It ranges from 0 to 1. The value of rand index 

zero means the two clustering algorithms do not perfectly 

match and 1 show that the two clustering algorithms 

perfectly matched. 

Adjusted Rand Index: This is the rand index 

adjustment [23]. It is used for measuring the agreement 

between two partitions. It ranges from 0 to 1. If the value 

of the Adjusted Rand index is 0 means clustering is not 

good and 1 means clustering is identical and the data are 

well clustered. 

3. DATASET 

Gene expression datasets are huge, so it isn't easy to 

process those using traditional techniques. Before applying 

analysis, many datasets need to be pre-processed to remove 

outliers and missing values. To analyze the behavior of the 

gene expression, there is a need for an experimental value 

of the gene expression. Therefore, in this article, we will 

use the RNA-Seq cancer gene expression dataset. Many 

classical and heuristic clustering algorithms have been used 

to analyse the biological data related to genes and their 

expression. A large amount of gene expression data have 

been generated, but there is a great requirement for 

developing the methods to analyze and explore the genes 

and related information. Clustering is a very useful 

technique for analyzing gene expression data. Here, we are 

studying the RNA-Seq cancer dataset to classify gene 

expression in patients with different types of tumors. 

Samples (instances) are stored line by line (row-wise). The 

variable (property or attributes) for each sample is the 

degree of RNA-Seq gene expression measured using the 

Illumina HiSeq platform. The number of instances in the 

dataset is 801, and the number of attributes is 20531[26].  

4. IMPLEMENTATION AND RESULT 

In this section, we have implemented different clustering 

algorithms such as K-Means, SOM, and DBSCAN and 

Hierarchical Clustering in the python environment. Further, 

the defined cluster has been evaluated by the evaluation 

metrics such as Fowlkes-Mallows Index, NMI, Adjusted 

Mutual Information, Homogeneity Score, Completeness, 

Rand Index, Adjusted Rand Index, Calinski-Harabasz 

Index, Davies-Bouldin Index, and Silhouette Index. Based 

on the literature review, the k-value for the given dataset is 

fixed as 5. With 5 k-value the result of k-means clustering 

algorithm is given in figure 1. 

Form the figure 1, it is clearly seen that the nodes are 

clustered together very tightly, if we consider k=5. Five 

different clusters are clearly visible in figure 1. The 

Hierarchical clustering with K = 5 is given in figure 2. In 
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this figure, we can also point the same factor that given by 

the k-means.  Next the same parameter k=5 is given for the 

DBSCAN and it can be seen from the figure 3. The 

DBSCAN have the similar outcome for the given datasets. 

Next, the SOM clustering method is applied with same 

parameter k=5. The outcome of the SOM is given in figure 

4.  

 

 

Fig. 1. K- Means Clustering with K = 5 on the cancer RNA-
Seq Dataset. 

 

 

Fig. 2. Hierarchical clustering with K = 5 on the cancer RNA-
Seq Dataset. 

 

 

Fig. 3. DBSCAN clustering with K = 5 on the cancer RNA-Seq 

Dataset. 

 As similar to the K-means and hierarchal clustering, 

here we have set the k-value to 5, but it is giving similar to 

k-means or hierarchal clustering. The same can be seen in 

figure 3. 

The result of the SOM clustering with k=5 is given in 

figure 4. 

 

 

Fig. 4. SOM with K = 5 on the cancer RNA-Seq Dataset. 
 

Table 1: Result of validation techniques for all the clustering 
techniques 

Validation 

Index 

Clustering Algorithm 

K-

Means 

Hierarchical 

Clustering 

DBSCAN SOM 

Silhouette Index 0.170 0.172 0.166 0.134 

Davies-Bouldin 

index 
2.335 2.220 4.252 2.880 

Calinski-Harabaz 

Index 
88.012 86.916 6.141 

76.17

9 

Adjusted Mutual 

Information 
0.874 0.975 0.010 0.816 

Normalized 

Mutual 

Information 

0.875 0.975 0.0128 0.832 

Fowlkes mallows 

Index 
0.851 0.987 0.476 0.744 

Homogeneity 

Score 
0.883 0.974 0.007 0.837 

Completeness 0.867 0.977 0.081 0.798 

Rand Index 0.93 0.993 0.269 0.88 

Adjusted Rand 

Index 
0.805 0.983 -0.002 0.739 

 

From the above figures, we can see that all of the above 

clustering algorithms are working well on the cancer RNA-

Seq dataset and the cluster of the genes in a very skew 
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range of width. Next we have validated the above 

discussed clustering method using different clustering 

validation techniques. The computed cluster has been 

validated with internal and external validation techniques 

that have been mentioned in the previous section. The 

result of the validation techniques is given in table 1. 

Form the table 1, it can be clearly seen that the most of 

the validation techniques gives better results for the 

hierarchical clustering technique except Silhouette Index, 

DBI and CHI . The Hierarchical clustering fits well for the 

Silhouette Index, FMI, NMI, AMI, Homogeneity Score, 

Completeness, Rand index, and Adjusted Rand Index. K-

Means clustering algorithm gives better results for the CHI  

and the DBI gives better results for the DBSCAN. Apart 

from that SOM gives a better result than DBSCAN (except 

DBI) and worse than K-Means and Hierarchical clustering 

for all the indices values. Based on this analysis, we can 

conclude that the hierarchal clustering technique can be 

used for cancer gene classification and prediction. To 

validate the above statement, we have drawn the 

comparative graph of all the clustering techniques with the 

validation techniques used. The plot graph is shown in 

figure 5. 

 

 
Figure 5: Comparative analysis of clustering algorithm with 

the validation index value.  

 

Further, we made a comparative analysis for the 

validation index against clustering techniques. The plot of 

comparison is shown in figure 6. 

From figures 5 and 6, we can also conclude that the 

hierarchical clustering methods can be used for cancer 

RNA-Seq gene classification and prediction. This 

statement also validates the previous statement. 

 

 
Fig. 6. Comparative analysis of the validation indices against 
clustering technique. 

5. CONCLUSION 

Gene expression data hides important information needed 

to understand the biological processes occurring in a 

particular organism concerning its environment. Several 

clustering algorithms have been developed to extract useful 

information about the behavior of genes concerning 

various systemic conditions. Clustering has been 

continuously applied in the Medical field to detect and 

analyses various diseases such as cancer, malaria, asthma, 

and tuberculosis. Biological data has increased 

exponentially due to new technologies and advanced 

research. The traditional method for data analysis generally 

fails to find the hidden patterns in the datasets. So, data 

mining is a useful technology for finding meaningful 

patterns from the genomics. 
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