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A B S T R A C T 

Community detection problem in complex network can be consider as optimization 

problem of clustering. Clustering is a popular unsupervised learning approach aiming to 

group similar data objects forming various clusters. The partitional clustering in complex 

network is a non-deterministic polynomial-time hardness (NP-hard) problem. The 

metaheuristic algorithms are generally utilized in solving such kind of optimization 

problems. Many evolutionary algorithms are utilized to solve community detection 

problem in complex network. In evolutionary algorithms, the most optimal solutions are 

selected for the recombination phase to generate the new solution. In this paper, a 

Modified Memetic Algorithm (MMA) is proposed to obtain an optimal set of clusters via 

partitioned clustering in complex networks. Furthermore, Partition Recombination 

Crossover Operator (PXRO) is being utilized to solve the problem of partitional 

clustering. The performance of the proposed algorithm is evaluated on real word problems 

and results shows that the proposed algorithm is more efficient as compare of other start 

of the art methods. 

 

1. INTRODUCTION 

An unsupervised learning method called as clustering is type 

of an unsupervised learning method that organizes related 

data elements into groups. It includes a variety of 

techniques, such as partitional, hierarchical, grid-based, 

density-based, and model-based clustering [1]. In contrast, 

hierarchical clustering uses agglomerative and divisive 

methods and generates a tree structure. The major drawback 

of hierarchical clustering is that once the merging of clusters 

takes place, it cannot be undone. Density-based clustering is 

based on the density associated with a data object that can 

be decided by counting the number of data objects in a 

specified radius. The data objects having a density above a 

specified threshold are used for the formation of clusters. 

The density-based clustering technique faces problems in 

the case of high-dimensional data. The grid-based clustering 

involves the formation of a finite number of cells that form 

a grid-like structure by quantizing the data objects. The need 

for quantization and a large number of parameters are the 

limitations of grid-based clustering. Model-based clustering 

involves the concept of a probability distribution, where 

each data object has a probability of belonging to each 

cluster. Model-based clustering is not suitable for large 

databases.  

Despite the drawback of each approach, partitional 

clustering is nevertheless widely used because of its 

versatility in areas including image processing[2], 

networking[3], pattern recognition[4], and healthcare[5], 

especially when dealing with huge datasets. Data is divided 

into discrete clusters using partitional clustering, which aims 

to achieve maximum inter-cluster separation and minimal 

intra-cluster distance for compactness [6]. Meta-heuristic 

algorithms are chosen for solving complex network 

problems due to the following reasons: First, complex 

networks have intricate structures with a vast solution space, 

making traditional methods impractical. Second, many of 

these problems are NP-hard, making meta-heuristics a 

suitable choice for approximating near-optimal solutions. 

Third, they focus on global optimization, critical for 

networks with deceptive local optima. Fourth, they are 

robust and adaptable to handle uncertainties and dynamic 

changes in network data. Fifth, their parallelization 

capability accelerates the search process. Sixth, they offer 

practical solutions balancing quality and computational cost 

across various domains. Many evolutionary algorithms like 

Genetic algorithm (GA), Particle Swan optimization (PSO), 

and Ant colony optimization(ACO) etc. are used to solve 

community detection problem in complex network. But GA 

is most widely used algorithm for the same. GA is having its 

own drawback like slow conversion rate. One local search 

algorithm is combined with GA to overcome this problem. 

The combined algorithm of GA and local search is called  
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memetic algorithm (MA)[7]. This memetic algorithm is 

useful to accelerate to find the good solution which is hard 

to discover.  

Detection of community structure in complex networks 

is a clustering problem. Therefore, it can be considered as a 

optimization problem. Complex networks are graph-based 

models that symbolizes the interaction of the underlying 

graphs in a real networked system [8]. The components of 

the complex network such as vertex means object of any real 

system while edge represents the interaction between two 

objects. Complex networks may have specific clusters of 

highly interconnected vertices that are loosely coupled with 

other clusters.  In the context of graph theory, clustering can 

be defined as the partition of the vertices of the underlying 

graph into disjoint subsets where each subset represents a 

cluster. The compactness in clustering can be achieved by 

maximizing intra-cluster density and minimizing inter-

cluster density i.e. the cluster must be a cohesive group of 

vertices that are connected more “densely” to each other 

than to the vertices in other clusters. Modularity is a measure 

used to determine the strength of clusters in a complex 

network in order to evaluate the performance of a given 

cluster [9].  

The objective of work is to perform partitions of the 

vertices of the underlying graph into disjoint clusters having 

high modularity.  The combinatorial optimization problems 

are largely solved by metaheuristic algorithms to ensure an 

optimum solution [10]. The partitional clustering algorithms 

like K-means, suffer from getting stuck into local optimum 

solutions. To address the issue, MMA algorithm is proposed 

in order to solve the partitional clustering in a complex 

network. Generally, traditional method struggles with 

population initialization, leading to suboptimal results. 

MMA performs well in complex network clustering, 

particularly when starting with unfitted initial populations. 

Furthermore, MMA leverages memetic algorithm and an 

exploratory approach, intelligently recombines clusters and 

improves solutions iteratively using local search. The local 

search capabilities of the MA are harnessed to fine-tune the 

non-fitted initial solutions, gradually improving their 

modularity and overall quality. This iterative refinement 

process contributes to the algorithm's ability to converge 

towards high-quality clusters, even when commencing with 

less-than-optimal initial solutions. 

Modified memetic algorithm (MMA) introduces a 

population updating strategy that is not commonly found in 

traditional evolutionary algorithms. This strategy involves a 

distance threshold and the replacement of clusters based on 

modularity. The method also serves the purpose of 

maintaining diversity in the population, preventing 

premature convergence, and ensuring that the best 

individuals have a chance to survive and contribute to future 

generations. Thus, the method employs a multifaceted 

approach, combining memetic algorithm and the innovative 

PXRO recombination operator, to optimize clustering in 

complex networks. MMA addresses the partitional 

clustering challenges by maximizing cohesion within 

clusters and separation between them. Its unique PXRO 

operator incorporates domain knowledge to enhance cluster 

quality through modularity optimization. Furthermore, a 

population update strategy ensures diversity and prevents 

premature convergence, resulting in high-quality cluster 

partitions within complex networks. The proposed method 

is compared with the state-of-the-art algorithms like 

BGLL[11] and MA-COM [8] on two benchmark complex 

network datasets i.e. Zachary Karate Club and Dolphins 

network against standard objective functions like ERI, NMI 

and modularity. The parameters chosen for tuning the 

algorithm are mutation probability, number of generations 

and population size. The experimental result analysis and 

observation show that the proposed method is efficient and 

outperforms the existing state-of-the-art method.  

The key contributions can be highlighted as follows: 

Firstly, MMA, a novel approach for solving complex network 

partitional clustering problems, leveraging memetic 

algorithms and the unique PXRO operator has been 

introduced. Secondly, the algorithm is shown to be highly 

effective, outperforming existing state-of-the-art methods in 

modularity, ERI, and NMI on real-world datasets. Thirdly, 

it exhibits robustness by starting with non-fitted initial 

populations, increasing adaptability. Additionally, the 

incorporation of domain knowledge through the PXRO 

operator enhances cluster quality, while a population update 

strategy maintains diversity and prevents premature 

convergence, resulting in a diverse set of solutions. 

2. LITERATURE REVIEW 

2.1 Partitional Clustering in Complex Network 

The analysis of complex networks is useful in understanding 

the behavior of real-world complex systems in various fields 

like community detection in social media, fraud detection in 

banking, opinion mining, sentiment analysis and assessing 

learning outcomes in education. The inability of 

deterministic or exact algorithms in partitioning large 

complex networks leads to the usage of non-deterministic 

optimization algorithms in partitional clustering over 

complex networks. The large contribution of evolutionary 

algorithms (EAs) in partitional clustering over complex 

networks has proven the supremacy of EAs over other 

metaheuristic algorithms [12]. Gema Bello-Orgaz et. al [13] 

introduced a genetic algorithm based on edge encoding to 

identify overlapping clusters in a complex network. Manuel 

Guerrero et. al [14] presented a generational genetic 

algorithm based on an improved initialization technique 

taking modularity as an objective function.  

Maoguo Gong et al. [15] introduced the memetic 

algorithm in modularity density function for solving 

clustering problems in a complex network. The memetic 

algorithm is proven successful in solving the non-
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deterministic polynomial-time complete problem. The work 

represents an improved memetic algorithm taking 

modularity density as an objective function for partitional 

clustering in complex networks based upon neighborhood 

mutation and improved simulated annealing combined local 

search procedure. Cai-Hong Mu et al.[16] introduced a 

modified memetic algorithm based upon two local search 

strategies i.e. simulated annealing and tightness greedy 

optimization (TGO) for solving partitional clustering in 

complex networks. Mingming Li. et al.[17] presented a link 

clustering-based memetic algorithm to detect overlapping 

clusters in complex networks utilizing modularity density. 

David Chalupa et al.[18] presented a hybrid bridge-based 

memetic algorithm based upon the hybrid method of the 

initial population and local optima sampling with a steady-

state evolutionary process. This technique is prone to getting 

stuck in local optimum solution. Thus, the defects of 

partitional clustering cannot be adequately solved. 

Therefore, this work introduces an extended modified 

algorithm to overcome the limitations by proposing a new 

modified of memetic algorithm for partitional clustering in 

complex networks.  

2.2 Memetic Algorithm 

P Moscato et al. [19] proposed a memetic algorithm in 1989 

based on population hybrid evolutionary algorithm paired 

with local refinement techniques. Memetic algorithms are 

highly effective in a variety of problem domains, including 

multi-objective optimization [20], non-stationary function 

optimization [21], and combinatorial optimization [22]. The 

memetic algorithm employs the mechanism of local search 

to support the mutability behaviour to improve the 

optimality of the solution [23]. Hart et al. [24] proposed two 

ways of implementing the local search mechanism i.e. (1.) 

FBS (Fitness-Based Strategy) and (2.) DBS (Distribution-

Based Strategy). FBS method aims to prioritization of the 

local search mechanism in terms of population outcomes 

while the DBS objective is to eliminate local search based 

upon population data redundancy. Molina et al. 

[25]suggested the division of population size into three 

categories, each of which had different local search 

possibilities and strengths. Nguyen et al. [26] developed a 

stochastic memetic algorithm to control the strength of local 

search and calculated a notional constraint for its strength. 

Nobahari et al. [27] showed the intensity of local search and 

the percentage of global and local search variation. In this 

technique, a population with a higher proportion of 

outstanding results would be assigned a higher local search 

strength and a lower proportion of results will have lower 

local search strength. Noman et al. [28] established a local 

search mechanism that calculates the strength of the local 

search for an individual's solution improvement based on 

outcomes in the exploration phase. Liu et al. [29] proposed 

an accommodation strategy in which the strength of local 

search is modulated based on exploration for the global 

optimum solution. Ma et al. [30] proposed an 

accommodating technique to determine the GLS (Gaussian 

Local Search) [31] competency stage for different solutions 

in the population. 

The memetic algorithm initiates the solution population, 

fine-tunes solutions, guides genetic operations, selects high-

quality parents, maintains diversity, and adapts to problem 

characteristics. The memetic algorithm multifaceted role 

helps in optimizing complex network clustering through 

various stages. This enables to yield high-quality solutions 

for the challenging problem of partitional clustering within 

complex networks, establishing it as a robust and effective 

approach in the realm of unsupervised learning and network 

analysis. The variant of memetic algorithm has been 

introducted to tackle the challenges associated with 

partitional clustering in complex network. By combining 

global search capabilities with local optimization and 

integrating domain knowledge, the algorithm offers an 

effective and efficient approach to obtain high-quality 

clusters in complex network data. Thus, this paper aims to 

provide a valuable finding for researchers and practitioners 

in various domains, including image processing, 

networking, pattern recognition, and healthcare, where 

complex network analysis plays a crucial role. 

3. PROPOSED METHODOLOGY 
The proposed methodology involves the utilization of a 

hybrid operator i.e. Partitional Crossover Recombination 

Operater (PXRO) for the formation of a new complete 

partition in a complex network by combining two partitions 

of the same network. The clusters (genes) related to both of 

the complex networks are then integrated into a single list 

for traversal. Further, each node in the list categorizes into 

two clusters formation, one from each of the complex 

networks. The obtained cluster arranged in a greedy 

modified of the algorithm so that the cluster with the highest 

cardinality is chosen at each iteration.  

The assessment of the clustering quality for the clusters 

so obtained is achieved through the modularity function (Q). 

The algorithm addresses the challenges in partitional 

clustering problems within complex network. It employs 

various performance metrics like modularity, ERI, and NMI 

to quantitatively evaluate the algorithm efficiency. Through 

rigorous benchmarking against established algorithms, 

MMA provides competitive solutions on real-world 

datasets. The paper also explores parameter tuning, 

examining how different settings affect the algorithm's 

performance and solution quality. Further, real-world 

datasets such as the Zachary Karate Club and Dolphins 

network enhance the algorithm's credibility, while visual 

representations aid in conveying solution quality. The 

demonstrated generalizability and likely sensitivity analysis 

support the algorithm's practical applicability in addressing 

complex partitioned clustering in networked system. The 

steps of the proposed methodology are discussed below in 
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detail and are presented in algorithm 1.  The flow process of 

new modified memetic algorithm i.e. MMA algorithm is 

demonstrated in Figure.1. 

 

 

Fig.1 Flow Process of proposed methodology. 

 

A weighted graph is a combination of edges and vertices 

i.e. 𝐺 = (𝐸, 𝑉, 𝑤)  where 𝑤  is a weighting function and 

𝑤: 𝑉 × 𝑉 → ℝ such that for all {𝑢, 𝑣} ∈ 𝐸 , 𝑤({𝑢, 𝑣}) ≠ 0, 

and for all {𝑢, 𝑣} ∉ 𝐸, 𝑤({𝑢, 𝑣}) = 0. Let 𝐶 ⊆ 𝑉  and 𝐶′ ⊆
𝑉  be two vertex subsets, 𝑊(𝐶, 𝐶′) the weight sum of the 

edges linking 𝐶  and 𝐶′ , i.e., 𝑊(𝐶, 𝐶′) =
∑ 𝑤({𝑢, 𝑣})𝑢∈𝐶,𝑣∈𝐶′ . The modularity (Q) in partitional 

clustering with K communities 𝐼 = {𝐶1, 𝐶2, … . , 𝐶𝑘}(∀𝑖 ∈

 {1, 2, … . , 𝐾}, 𝐶𝑖 ⊂ 𝑉 and 𝐶𝑖 ≠  ∅  ; ⋃ 𝐶𝑖 ⊂ 𝑉𝐾
𝑖=1  ; ∀𝑖  , 𝑗 ∈

{1, 2, … . , 𝐾}, 𝐶𝑖 ∩ 𝐶𝑗 = ∅) is given by Eq. (1) as follows: 

 𝑄(𝐼) = ∑ [
𝑊(𝐶𝑖,𝐶𝑖)

𝑊(𝑉,𝑉)
− (

𝑑𝑖

𝑊(𝑉,𝑉)
)

2

]𝐾
𝑖=1  (1) 

where, 𝑑𝑖  is the sum of the degrees of the vertices of the 

cluster 𝐶𝑖  , i.e. 𝑑𝑖 =  ∑ deg (𝑣)𝑣∈𝐶𝑖
 with deg (𝑣)  being the 

degree of vertex 𝑣. Population diversity is a crucial feature 

in the memetic algorithm to escape premature convergence 

[19]. To handle this issue, the population updating method 

is considered. A distance function is needed in order to 

update the population size. Let 𝑋 = {𝑋1, 𝑋2, … , 𝑋𝐾}  and 

𝑌 = {𝑌1, 𝑌2, … , 𝑌𝐾′}   be two groups of graph 𝐺 = (𝐸, 𝑉) . 

For an edge 𝑒 = {𝑢, 𝑣} ∈ 𝐸 and a cluster C of X or Y , we 

use 𝑒 ∈ 𝐶 to justify that the vertices 𝑢 and 𝑣 of 𝑒 are in the 

same cluster. The rand index [32] is used as a distance 

function to estimate the distance ‘d’ (Edge Rand 

Index)between X and Y  is shown in Eq. 2. 

 𝑑(𝑋, 𝑌) =
∑ 𝑑𝑒(𝑋,𝑌)𝑒∈𝐸

𝑚
  (2) 

where, 𝑑𝑒(𝑋, 𝑌) of edge 𝑒 = {𝑢, 𝑣} is defined by Eq. 3. 

          

  (3) 

ERI is a ratio having a range between 0 and 1, whereas Q 

has a range of (-0.5,1). Given two partitions 𝐴 and 𝐵 of a 

complex network in clusters, let 𝐶 be the confusion matrix 

whose element 𝐶𝑖𝑗 is the number of nodes of cluster 𝑖 of 

partition A that are also in the cluster𝑗 of partition B. The 

normalized mutual information 𝑁𝑀𝐼(𝐴, 𝐵)  is defined as 

shown in Eq. 4. 

 𝑁𝑀𝐼(𝐴, 𝐵) =
−2 ∑ ∑ 𝐶𝑖𝑗∙log (𝐶𝑖𝑗𝑁/𝐶𝑖∙𝐶𝑗)

𝑐𝐵
𝑗=1

𝑐𝐴
𝑖=1

∑ 𝐶𝑖∙log (𝐶𝑖/𝑁)
𝑐𝐴
𝑖=1

+∑ 𝐶𝑗∙log (𝐶𝑗/𝑁)
𝑐𝐵
𝑗=1

   (4) 

where, 𝐶𝐴 (𝐶𝐵) is the number of groups in the partition 

𝐴 (𝐵), 𝐶𝑖.(𝐶𝑗)is the sum of elements of 𝐶 in row 𝑖 (column 

𝑗 ), and 𝑁  is the number of nodes. If 𝐴 =  𝐵 , then 

𝑁𝑀𝐼(𝐴, 𝐵)  =  1; if A and B are completely different, then 

𝑁𝑀𝐼(𝐴, 𝐵)  =  0. The steps of the proposed algorithm are 

explained as follows: 

3.1 Population Initialization 

MMA algorithm doesn't require a precisely fitted initial 

population. The approach offers several key advantages. It 

reduces sensitivity to initial conditions, making it more 

adaptable to various scenarios. It avoids getting trapped in 

suboptimal solutions, thus increasing the likelihood of 

finding the best global solution. The method enhances 

exploration in the solution space, which is particularly 

useful for complex networks. Furthermore, its ability to 

work with diverse initial populations makes it practical for 

real-world scenarios where data is noisy and complex, 

ultimately improving robustness and ensuring consistent, 

reliable results. 

A randomized multilevel algorithm [1] has been used to 

generate the initial population. The algorithm makes use of 

the optimum executor [4] for the refinement procedure. 

Each optimum executor moves a vertex from its current 

cluster to another cluster if the move ensures an increase in 

modularity. The optimum executor is applied to a graph 𝐺0 

to optimize the modularity of a cluster ‘C’of that graph until 

no further optimization is possible for the cluster. Further, 

the transformation of 𝐺0  take place into 𝐺1  where each 

vertex is a member of the cluster C and an edge links two 

vertices in 𝐺1 if they represent two neighboring members in 

C. Now the optimum executor is being applied to the new 

graph 𝐺1in order to obtain another cluster. Then, again the 

transformation of graph 𝐺1 takes place into 𝐺2.  Finally, 

when the optimization of graph 𝐺2 is not possible then the 

unfolding of graphs takes place starting from the highest 

level 𝐺2  until it reaches the lowest level 𝐺0.  

3.2 Selection of Parents  

In this work, the tournament selection algorithm has been 

used for the selection of parent individuals in performing the 

genetic operation. The ability to hold low-fitness individuals 

in the offspring chromosome set makes it suitable and 
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efficient for both nonparallel and parallel architectures. This 

capability makes chromosomes in the current population 

equally probable to function as the parent chromosomes of 

resulting genetic operations. All of these factors have 

contributed to the usage of tournament selection as a 

selection mechanism for the proposed work. 

3.3 PXRO Operator for Recombination 

The PXRO operator is proposed for the recombination 

mechanism in the memetic algorithm. The operator ensures 

that all common edges from the two parents are inherited 

and offspring are formulated using the edges inherited from 

two parents [30]. The PXRO operator is being utilized for 

the recombination in order to generate new offsprings or 

new solutions. The PXRO operator is to incorporate domain 

knowledge criteria regarding network structure in the 

recombination operator. The proposed PXRO operator is 

shown in Eq.5. 

 𝑅𝜖𝛼𝛽꞊ ∑ 𝑠𝑡(ü)𝐷𝜖𝛼𝛽(ü)ü  (5)  

Here, 𝛼  and β refers to two parent chromosomes that 

serve as an input for the offspring ϵ . The offspring is 

obtained through recombination of 𝛼 and β followed by the 

selection of the best solution ü. The varieties of solutions is 

represented by 𝐷𝜖𝛼𝛽(ü) along with their probabilities 𝑠𝑡.  

The objective is to form groups of complex networks 

(referred as communities) as genetic material 

(chromosomes) and try to retain some communities from the 

parents (clusters). Let (C1, C2) be two parent clusters and 

‘b’ a priority vector. Let ‘u’ and ‘v’ be respectively the count 

of communities of clusters C1 and C2. The vector ‘b’, 

indexed from 1 to ‘u+v’, is presented by a random 

permutation of {1, 2, ..., u + v}. The indices between 1 and 

‘u’ of ‘b’ denote the communities of one parent and those 

between ‘u’ + 1 and ‘u’ + ‘v’ the communities of the other 

parent. Thus every community of the parents is assigned a 

distinct number from 1 to ‘u’ + ‘v’. For every community 

𝐺𝑖, i∈{1, 2, ..., u + v}, the corresponding value in ‘b’  (i.e., 

Q[i]) gives the priority of 𝐺𝑖 . The crossover procedure 

generates from (C1, C2) its offspring cluster C0 as follows. 

While traversing all of the communities in the priority order 

specified by the vector 'b.'. The selection is being done on 

the basis of the highest priority community ‘G’ according to 

‘b’ followed by a transfer of all the vertices of the 

community to form a community of the offspring. The 

community 𝐺 ′  is being selected with the second highest 

priority followed by the removal of the vertices already in 

C0 and use the remaining vertices of 𝐺 ′  to form a new 

community of C0 (empty community is discarded). The 

process is being repaeated until the community with the 

lowest priority is handled. Finally, the communities of C0 

are renamed from one to the number of communities in the 

offspring. 

 

 

 

Algorithm 1. Modified Memetic Algorithm (MMA) 

Step 1. 
(Initialization) Initialize the population with new 

solutions. 

Step 2. 

for each solution j in the population, do 

           j.initialize() 

           j. local-search() 

end for  

Step 3. 

(Recombination Phase) for each recombination 

operation k from 1 to the number of 

recombination, do 

          Parents:= Population.select(numparents) 

          Parents ⊆ Population 

          l := Parents.PXRO() 

          l.local-search() 

         Population.update(l) 

end for 

Step 4. 

(Mutation Phase) for each mutation operation k 

from 1 to the number of mutations, do 

          j:= Population.select(1); 

         𝑗𝑚:= j.mutate() 

         𝑗𝑚.local-search() 

         Population.update(𝑗𝑚) 

end for 

Step 5. (Convergence Check) if Population.converged() 

then 

           Population.restart() 

end if 

Step 6. (Termination) Continue the process until the 

termination condition is satisfied 

 

PXRO (Partition Recombination Crossover Operator) is 

crucial in partition clustering due to its role in improving 

clustering within complex networks. It enhances cluster 

quality by optimizing modularity, incorporates domain 

knowledge for more meaningful clusters, explores a diverse 

solution space, and aids in evolving the population of high-

quality solutions. These features collectively make PXRO a 

valuable component in the MMA, enhancing the 

effectiveness of complex network clustering. 

3.4 Mutation 

In this phase, the vertex chosen from the randomly picked 

cluster is mutated n times thereby exploiting the optimal 

solution. Firstly, the selection of a chromosome is being 

done for mutation. Secondly, mutation is applied using one-
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point mutation on the selected chromosome Thus, this phase 

contributes to the exploitation and avoids exploration. 

3.5 Population Updation Strategy 

Let 𝑈 be the current population and 𝐶0 be the offspring to 

be considered for inclusion in 𝑈. Let 𝐶∈𝑈 be the closest 

cluster to 𝐶0 according to the ERI distance and  𝐶𝑊 ∈ 𝑈 the 

worst clustering (with the smallest modularity). Let 𝛿𝑚𝑖𝑛 is 

a fixed distance threshold. We apply the following 

replacement rule: if 𝑑(𝐶0, 𝐶𝐶)<𝛿𝑚𝑖𝑛 and 𝑄(𝐶0)  ≥  𝑄(𝐶𝐶), 

then 𝐶0  replaces 𝐶𝐶  in 𝑈 , otherwise, if 𝑄(𝐶0)  ≥  𝑄(𝐶𝑤) 

then 𝐶0  replaces 𝐶𝑤  in 𝑈. The analysis reveals that if the 

PXRO algorithm is used with two similar individuals as 

inputs, the obtained result will also be identical. As a result, 

if an individual already exists in the population, the 

algorithm will not enable the individuals to be added. This 

reduces the chance of a premature takeover and helps to 

maintain population diversity. Therefore, the population size 

can be kept low. The procedure maintains the concept of 

offspring tuning in order to improve the individual. Due to 

the offspring tuning the individuals in the initial population 

have a chance to survive for a long time, contributing their 

randomly generated small clusters to diversity and 

maintaining a diverse population of individuals, thus, 

enabling exploration and when combined with fit 

individuals, enabling exploitation. Every time a new 

individual is discovered, it is added to the population. 

4. EXPERIMENTAL RESULTS 

The proposed MMA is verified on complex network 

datasets. The datasets consist of the Zachary Karate Club  

and Lusseau’s network of bottlenose dolphins [12]. The 

karate club dataset is of 34 nodes that represents the size of 

the network. The network of 62 bottlenose dolphins 

represents the number of nodes in dolphins’ dataset. The 

experimental analysis is performed on python 3.6 using Intel 

core i5 with 2.4 GHz speed, 4GB RAM, and Windows 10 

operating system. The parameters that may affect the 

performance of the developed algorithm are (a.) population 

Size (b.) number of generations and (c.) mutation 

probability.  

4.1 Parameter Tuning 

The individual alteration of parameters is impossible due to 

their intimate interconnection [33]. The number of 

generations taken for the experiment are 2000, 4000, 8000, 

16000, 32000, 64000, and 128000. The experiment is 

repeated for population sizes of 10, 20, 30, 50, 100, 150, 

200, and 300.  The experiment is repeated for probability 

values of 0, 0.001, 0.01, 0.05, 0.1, 0.2, 0.4, 0.6, and 0.9 for 

Mutation Probability.  

4.2 Evaluation Metrics 

The proposed algorithm is tested over 8000 iterations taking 

NMI, ERI and modularity as evaluation criteria function. 

NMI ranges between 0 and 1. The ‘0’ value in NMI means 

50% of the data objects are correctly clustered while on the 

other hand ‘1’ value means 100% of the data objects are 

correctly clustered [34]. ERI also ranges between 0 and 1. 

The ‘0’ value in ERI means that two clusters do not match 

on any pair of data objects while on the other hand ‘1’ value 

means that the data clusters are exactly same [35]. Similarly, 

the modularity score ‘1’ means that all the edges in a 

community are connecting nodes within the community. A 

score of '0' indicates that half of the community's edges 

connect nodes within the community and other half connect 

nodes outside the community. The comparative analysis of 

the MMA is being done with MA-COM [8] and BGLL [11]  

algorithm over Zachary Karate Club and Dolphins datasets. 

The number of clusters (K) taken in Zachary Karate Club 

and Dolphins is 4 and 2 respectively. 

 

Table 1. Benchmark results for the Zachary Karate Club 

Metric 

(Best Case 

for 8000 

iterations) 

Zachary Karate Club (K=4) 

MMA COMB-MA BGLL SAS-LP 

NMI 1 0.612 0.512 0.812 

ERI 0.02 0.018 0.021 0.021 

Modularity 0.419 0.302 0.322 0.312 

 

 

Fig. 2. Best Case Results for Zachary Karate Club (K=4). 

 

Table 1 reflects the results obtained for Zachary Karate 

Club dataset [36]. The Zachary Karate club dataset consist 

of 34 nodes. Each node in the dataset represents a member 

of the club. The network of 34 nodes are connected via edges 

and the complex network so formed is undirected in nature. 

The problem associated with Zachary Karate Club dataset is 

to find the clusters in order to decide the members of each 

group. The MMA is being applied on Zachary Karate Club 

dataset. The results obtained in Figure 2 shows the 

supremacy of the algorithm over two existing algorithms i.e. 

MA-COM [8] and BGLL [11]. 
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Table 2. Benchmark results for the Dolphins 

Metric             

(Best Case 

for 8000 

iterations) 

Dolphins (K=5) 

MMA COMB-MA BGLL SAS-LP 

NMI 0.942 0.818 0.832 0.912 

ERI 0.05 0 0 0.021 

Modularity 0.527 0.302 0.517 0.483 

 

Table 2 reflects the results obtained for Dolphins dataset 

[36]. The dolphins’ dataset consists of 62 nodes. Each node 

in the dataset represents a bottlenose dolphin. The network 

of 62 nodes are undirected in nature and the edge represent 

frequent communications between dolphins. The MMA is 

being applied on the dolphin’s dataset and the results 

obtained in Figure 3 are optimal in nature. 

 

 

Fig. 3. Best Case Results for Dolphins (K=5). 

5. CONCLUSIONS 

The partitional clustering in complex network is a non-

deterministic polynomial time hard (NP-hard) problem. A 

modified of memetic algorithm is proposed to solve the 

problem of partitional clustering in complex network. The 

proposed algorithm i.e. MMA covers all fundamental 

aspects of the memetic algorithm. The method has 

demonstrated some advantages, such as not requiring a fitted 

initial population, obtaining optimal solutions, and solving 

the Zachary Karate Club with a large number of generations. 

If the number of generations is lowered, the capacity to 

identify optimal solutions remains great. The attempt to 

fine-tune the genetic algorithm parameters is supported in 

obtaining optimal solutions. The obtained results are 

evaluated using relevant field metrics i.e. modularity, ERI, 

and NMI and thereby confirms the supremacy of the 

proposed algorithm in solving partitional clustering problem 

in complex networks. MMA provides promising solution for 

complex network clustering, but presents specific 

limitations. MMA heavily relies on parameter settings, 

making finding the optimal configuration challenging, 

especially without prior network knowledge. Further, initial 

population quality affects convergence speed, and 

scalability is a concern for larger datasets. Generalizability 

across diverse network types is unexplored, and enhancing 

convergence speed is crucial for complex networks.  The 

limitations can be address for expanding the algorithm's 

utility in complex network analysis and clustering. In future, 

the proposed work can be extended to elevate the local 

optimum solution and to solve premature convergence for 

partitional clustering. 
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